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4.4.2 Schottky Contacts

A semiconductor-metal contact with a barrier height greater than the thermal volt-

age (qφB > kBT ) is referred to as a Schottky barrier. This barrier gives a fixed

energy difference between the Fermi level and the conduction band edge, deter-

mined by the surface states. A low doping concentration less than the density of

states in the conduction band or valence band exists at the contact due to band

bending. Figure 4.9 shows the formation of a Schottky contact before and after a

metal and an n-type semiconductor are brought together. The metal work func-

Figure 4.9: A Schottky boundary.

tion in this case is greater than the semiconductor work function (WM > WS),

the more energetic electrons from the semiconductor conduction band can readily

tunnel into the metal, creating an electron-depleted region near the surface of the

semiconductor. This region creates a contact potential eV0 = WM −WS called the

built-in potential. The barrier height of the electrons moving from the metal to the

semiconductor qφB, is given by

qφB = WM − χ = eV0 + (EC − EFn) (4.74)
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where χ is the electron affinity of the semiconductor. As seen in Figure 4.9, (EC −

EFn) increases towards the contact showing a low carrier concentration given by

n = NC exp

(
−(EC − EFn)

kBT

)
(4.75)

in the electron-depleted region.

This analysis assumes pure contact between the metal and semiconductor with-

out any other interfacial layers. In a non-ideal case, interfacial layers, interface

states, and chemical reactions on the semiconductor surface can alter the barrier

height. Although this can be undesirable in other FET devices, it provides an ideal

platform for the devices to be used in chemical sensing and biosensor applications.

Hence, the same concept used in modeling the Schottky barrier can be used to model

semiconductor interactions with biomolecules.

In Schottky contacts, Dirichlet boundary conditions apply to the electrostatic

potential and the current density. For the electric potential,

φ = Vapplied + VSchottky, (4.76)

where VSchottky is set to the energy difference between the barrier height, and the

energy between the conduction band and Fermi level in an intrinsic semiconductor:

VSchottky = φB −
Eg
2q

+
kBT

2q
ln

(
NC

NV

)
, (4.77)

where Eg denotes the bandgap energy. The current density through the Schottky

interface is calculated as follows

Jn · n̂ = −qυn · (n0 − nS) (4.78)

Jp · n̂ = −qυp · (p0 − pS), (4.79)
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where n̂ is the outward oriented vector normal to the interface, and nS and pS are

the carrier concentrations at the surface given by

nS = NC exp

(
−(EC + eV0)

kBT

)
(4.80)

pS = NV exp

(
EV − eV0
kBT

)
, (4.81)

and n0 and p0 are the equilibrium electron and hole density concentrations given by

n0 = NC exp

(
−qφB
kBT

)
(4.82)

p0 = NV exp

(
−Eg + qφB

kBT

)
, (4.83)

where an assumption of infinite recombination rate applies. The current density is

also proportional to the surface recombination rates υn and υp for electrons and

holes respectively given as

υn =

√
kBT

2π ·mn

=
A∗nT

2

qNC

(4.84)

υp =

√
kBT

2π ·mp

=
A∗pT

2

qNV

, (4.85)

where A∗n and A∗p are defined by

A∗n,p =
4π · q ·mn,p · kB

h3
, (4.86)

also known as the effective Richardson constants for electrons and holes, respectively,

typical for thermionic emission processes.
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4.4.3 Surface States

In GaAs, the Ga and As atoms are covalently bonded. Each As atom on the (100)

surface has two bonds with Ga atoms from the layer below, leaving two other unsat-

urated free bonds responsible for the surface electronic states that strongly affect the

behavior of GaAs semiconductor surfaces. These ’dangling’ unsaturated free bonds

give rise to states other than the Bloch-state bands, and often lie energetically in

the bulk band gap. The unsaturated bonds can also rearrange themselves leading to

surface reconstruction, or can become passivated by a monolayer of adatoms such as

oxygen. We will assume a perfectly terminated periodic crystal, for simplicity, with-

out surface reconstruction or passivation. The crystallographic density of surface

atoms can be in the range of 1014cm−2, resulting in a very large density of surface

states (e.g 1 state per surface atom) acting as donors or acceptors [157,158].

The surface states have their levels in the band gap placed at a position 1/3Eg

above the valence band. The large density of states at the position of the surface

states results in the formation of a space charge layer at the surface where the Fermi

level becomes “pinned” at the surface state energy. In this action, the electrons

captured in the surface levels form a dipole layer which screens the semiconductor

interior. This Fermi level pinning is similar to Schottky barrier pinning, as can

be seen in Figure 4.10. From Figure 4.10, the average energy of the pinned states

Figure 4.10: Pinning of Fermi level with large surface density of states.
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is Es above the valence band, where the surface states stabilize the Fermi level.

As a result, a barrier is formed inside the semiconductor which equals the band

bending. For an n-type GaAs whose band gap energy is 1.42eV , the high density of

surface states means a high electronegativity that can lead to energy barrier values

of 0.8− 0.9eV at the surface [157].

The deposition of metals causes the generation of new states also positioned in

the band gap, as in the case of a MESFET. Metals with various work functions can

result in variations of the barrier and thus the barrier potential. The surface states

can also be decreased by covering the surface with a thin layer of natural oxide, a

technology used for silicon MOS transistor production. In this research, the surface

states are controlled by depositing biomolecules such as DNA which bind to the

surface molecules of the GaAs semiconductor [118,120]. The attachment of ssDNA

biomolecules on the surface of GaAs and the binding of their complement molecules

(to form double stranded DNA) results in changes in the surface states at each

stage. The attachment and hybridization process results in charge transfer, hence

variation of the contact barrier, depletion depth and channel electrical properties,

as described for the ungated FET in Section 2.3 and in Figure 2.9.

4.5 Carrier Generation and Recombination

The generation of electron-hole pairs can occur when energy is available which is

significantly greater than that of the band gap. This results in transfer of electrons

from the valence band to the conduction band. A reciprocal process corresponding

to the transfer of electrons from the conduction band to the lower energy valence

band is also possible and is called electron-hole recombination. These generation-

recombination processes involve the creation or annihilation of photons and can be

radiative or nonradiative, leading to different possible classifications, outlined next.
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4.5.1 Direct Generation-Recombination Model

Generation-recombination is a radiative process that involves direct band-to-band

transfer of electrons from the conduction band to the valence band. In recombination

of electron-hole pairs, a photon with energy equal to the band gap energy is emitted.

The generation mechanism involves the absorption of energy greater than the band

gap energy in the form of a photon (Ephoton > Eg). The generation-recombination

rate is proportional to the excess carrier density and is modeled as follows

RDIR = Rn −Gn = CDIR
(
np− n2

i

)
(4.87)

where Rn is the recombination rate, Gn is the generation rate, and (ni = nopo) is the

intrinsic carrier density where no and po are the electron and hole concentrations at

thermal equilibrium. CDIR is a capture coefficient with typical values of 1.1x10−10

[142] to 7.2x10−10cm3/s [159] for GaAs. This mechanism is predominant and very

important for direct band gap semiconductor materials such as GaAs, InAs, InP,

and GaN for applications in optoelectronics.

4.5.2 Shockley-Read-Hall Recombination

Also known as trap-assisted generation/recombination, this mechanism involves elec-

trons or holes occupying a trap energy level within the band gap caused by struc-

tural defects or presence of foreign particles. As a final state, the electrons and holes

move to the conduction band and valence band respectively for generation, or both

to the valence band state for recombination. This generation/recombination rate is

modeled using the Schockley-Read-Hall [160] equation

RSRH =
np− n2

i

τp (n+ n1) + τn (p+ p1)
, (4.88)
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where n1 and p1 are defined as

n1 = Nc (TL) exp

(
ET − Ec
kBTL

)
(4.89)

p1 = Nv (TL) exp

(
Ev − ET
kBTL

)
, (4.90)

where TL is the lattice temperature, and τp and τn are lattice temperature dependent

generation-recombination lifetimes expressed as

τn =
1

σT,nNTvn
(4.91)

τp =
1

σT,pNTvp
, (4.92)

where NT is the trap density, σT,n and σT,p are the trap capture cross sections for

electrons and holes respectively, and vn and vp are the electron and hole thermal

velocity at room temperature expressed as

vv =

√
3kBTL
m∗c,v

, (4.93)

where v = n for electrons and v = p for holes. The recombination rate is maximum

when the trap energy level ET is midway between the gap and n1 = p1 = ni.

4.5.3 Auger Recombination

This is a three particle process that involves direct recombination of an electron

and hole with the energy released being absorbed by a third particle (electron or

hole). This third particle is raised to a higher energy. The recombination rate for

this mechanism is affected by the density of electrons or holes that receive energy
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after the recombination (or release energy after generation), modeled as

RAU =
(
CAU
n n− CAU

p p
) (
np− n2

i

)
, (4.94)

where CAU
n and CAU

p are Auger coefficients of electrons and holes respectively.

4.5.4 Surface Recombination

As seen in Section 4.4.3, the surface of semiconductors contains active dangling

bonds that can contain a large number of recombination centers. This can be mod-

eled as trap-assisted recombination, given by

US =
np− n2

i

τp (n+ n1) + τn (p+ p1)
, (4.95)

where

τn =
1

Nstvthσn
(4.96)

and

τp =
1

Nstvthσp
. (4.97)

In (4.96) and (4.97), vth is the thermal velocity, and σn and σp are the trap capture

cross sections for electrons and holes respectively. This expression is similar to the

Schockley-Read-Hall expression (4.88), where the surface states per unit area, Nst,

is different, given that the density of traps exists only at the semiconductor surface.
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Chapter 5

Numerical Techniques

The simulation study for the GaAs FET-based DNA biosensor is done using the

nextnano software. nextnano is a device simulation tool for nano-scale semicon-

ductor quantum structures and devices. The software can calculate a wide range of

physical properties of devices using an extensive database for Si/Ge, II-VI, and III-V

semiconductors, and electrolyte materials [161, 162]. In the software, device phys-

ical behavior and semiconductor equations are calculated with various numerical

techniques. In this chapter, we outline the numerical techniques used for our study.

The numerical approaches were selected to suit our needs of calculating semicon-

ductor transport equations incorporating quantum mechanical effects. The methods

outlined below were used in the calculations of the electronic band structure, dis-

cretization, and obtaining the self-consisted solution of the coupled Schrödinger,

Poisson, and current equations.

5.1 Envelope Wave Approximation

The electronic band structure of semiconductor devices can be calculated using the

envelope function approximation (EFA), originally developed by G. Bastard [163,

164]. The envelope function is a slow varying function that outlines the amplitudes

of a rapidly varying signal, as shown in Figure 5.1.

The envelope approximation, used in the Schrödinger equation, takes the form

ψ(r) =
∑
k

F (k)eik·ruk(r) (5.1)
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Figure 5.1: The envelope wave and the signal wave.

where the Bloch wave ψ(r), given in (4.5), describes the energy eigenfunctions for

mobile charge carriers. The summation represents the full wave function for the

Hamiltonian which shows the envelope approximation. F (k) is the envelope wave

that is summed over all k values.

This envelope function approximation is applied to solve the k·p method de-

scribed in section 4.1.2. In the k·p approximation, we use the effective mass approx-

imation (EMA) model, in which only one band is considered. The k·p Hamiltonian

matrix (4.18) for EMA reduces to a function of k given by

HEMA(k) = En(k0) +
h̄2

2
k · 1

m∗
k, (5.2)

where m∗ is the effective mass tensor given by (4.21). The envelope function Hamil-

tonian for the conduction band, subject to an external potential Vext, is then given

by

HEA
EMA = − h̄

2

2
∇ ·
(

1

m∗

)
∇+ EC + Vext (5.3)

where EC = En(k0) is the energy of the conduction band at k = k0 [149].

Computing the electronic structure with the k·p envelope function approxima-
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tion involves very large matrix eigenvalue systems. Solving these matrix systems re-

quire efficient iterative methods. Arnoldi iteration, which computes the eigenvalues

of a large sparse or structured matrix [165], is employed to solve the matrix systems.

The Arnoldi iterations are implemented using the ARPACK software package [166].

ARPACK is efficient for eigenvalue methods involving sparse real and complex Her-

mitian matrices. These matrices result from the discretization of the k·p equations

by the finite difference method.

5.2 Finite Difference Method

The semiconductor partial differential equations to be solved are multi-dimensional

and non-linear in nature. To achieve versatile and accurate results, the solution

of these coupled partial differential equations must calculated using a numerical

approach. The finite difference method with box integration, described in [147,

153, 167], is applied to the coupled equations, and the software implementation for

our computations are detailed in [149, 168]. In the finite difference method, the

computational domain described by the device geometry is partitioned into a finite

number of subdomains, or boxes, surrounded by mesh points. In the boxes, material

properties are assumed to be constant, and currents defined on the boundaries are

similar for all boxes sharing a mesh line. The mesh lines are parallel to the coordinate

axis, and the meshes formed are non-uniform for greater accuracy in high derivatives,

and time and memory saving for low derivatives [147]. Figure 5.2 shows the finite

difference discretization for an ungated transistor device.

Discretization is performed on every mesh point which invokes its four nearest

neighbors, on a scheme known as classical five-point discretization. This scheme is

illustrated in Figure 5.3. The five-point discretization scheme uses a control box
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Figure 5.2: Finite difference mesh for an ungated transistor.

Figure 5.3: Grid node representation in a finite difference box integration scheme.

shared by the four neighboring quadrants around the mesh point represented by

ui,j = u(xi, yj) i = 1, 2, 3, ...Nx, j = 1, 2, 3, ...Ny (5.4)

where Nx and Ny are the total number of mesh lines parallel to the x-axis and y-axis

respectively.

The continuous dependent variables from the discrete points can be used to
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derive the nonlinear algebraic equations necessary to approximate the solutions of

the partial differential equations. These solutions are discretized values at every

mesh point in the domain for physical variables such as electrostatic potential (φ(x)),

and carrier concentrations n and p. The Poisson equation (4.50), for example, is

repeated here in a simpler form:

∇ · ε∇φ = −q
(
N+
D − n+ p−N−A

)
, (5.5)

which can be discretized as follows

(
φi+1,j − φi,j

hi
∆k +

φi,j+1 − φi,j
kj

∆h+
φi−1,j − φi,j

hi−1
∆k +

φi,j−1 − φi,j
kj−1

∆h

)

= − q

ε0εr

(
N+
Di,j
− ni,j + pi,j −N−Ai,j + nsi,j

)
·∆k∆h (5.6)

This discretization of the Poisson equation shows that the potential at a mesh point,

in the control box of length ∆h = (hi + hi−1)/2 and ∆k = (kj + kj−1)/2, depends

on the potential and charge at the mesh point, and at the four neighboring mesh

points. The current continuity equations, (4.58) and (4.59), for electrons or holes

can be discretized in the form of 5.7 on a uniform 2-D grid with mesh size ∆.

n(i, j, k + 1)− n(i, j, k)

∆t
=
Jx(i+ 1/2, j, k)− Jx(i− 1/2, j, k)

q∆

+
Jy(i, j + 1/2, k)− Jy(i, j − 1/2, k)

q∆
(5.7)

Material properties, such as the Debye length, and the dielectric relaxation time,

must be taken into account when equations are discretized through the finite dif-

ference scheme. The Debye length defines the space decay constant for excess car-

rier distribution which decays in space (by carrier diffusion) to the bulk concentra-

tion [148]. The mesh size, therefore, must be smaller than the Debye length given
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by

LD =

√
εkBT

q2ND

. (5.8)

The field produced by charge carriers causes them to fluctuate. The simulation time

step is limited by the decay time (dielectric relaxation time) for these fluctuations

given by

tdr =
ε

qNDµ
. (5.9)

For GaAs, at a typical doping density, ND ≈ 1018cm−3, and mobility µ(ND) ≈

6000cm2/V-s, the Debye length is approximately 5 nm, and tdr is approximately

10−15s.

5.3 The Newton-Raphson Method

Newton’s method is an iterative technique suitable for the solution of the discretized

set of simultaneous equations formed by the finite difference method. Newton’s

method is based on a linear approximation of the function f(x), using a tangent to

the function curve, as illustrated in Figure 5.4 [169].

The initial point x1, guessed close to the root, is used to determine the next

point x2 using the tangential angle θ relationship as follows

x2 = x1 −
f(x1)

f ′(x1)
(5.10)

with the general form

xk+1 = M(x) = xk −
f(xk)

f ′(xk)
k = 1, 2, 3, ... (5.11)

The method is quadratically convergent if |M ′(x)| < 1 on an interval about the root
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Figure 5.4: Illustration of the Newton method.

r, and converges when

lim
k→∞
‖xk+1 − xk‖ = 0 (5.12)

or

lim
k→∞

f(xk) = 0 (5.13)

When Newton’s method is applied to the discretized Poisson equation (5.6), the

equation assumes the matrix form

[A][φ] = [B(φ)], (5.14)

where the matrix [A] is the coefficient matrix, and [B(φ)] contains the terms in the

right hand of (5.6). This equation shows the non-linear dependence of the charge

density ρ(φ) = q
[
N+
D (φ)− n(φ) + p(φ)−N−A (φ)

]
on the electrostatic potential φ in

the Poisson equation (5.5). For the solution using the Newton-Raphson algorithm,
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The Poisson equation takes the form

f(φ) = ∇ · ε∇φ+ ρ(φ) = 0, (5.15)

where Newton’s iterations converge to the solution φ of the function f(φ) ≡ f(xk)

in (5.11). For local convergence, the solution of (5.15) can be expressed as

ψk+1(λ) = ψk − λ
f(φk)

(Jφf)(φk)
, (5.16)

where λ is the step length in the direction of the steepest descent f(φk)/(Jφf)(φk),

and Jφ is the Jacobian matrix [149,153,168].

5.4 The Predictor-Corrector Method

The predictor-corrector method is based on a multistep scheme. The solution of

a function y is first estimated with a local truncation error, then improved with a

correction term. An algorithm such as the Euler method [169], written as

yk+1 = yk + hy′k +O(h2) (5.17)

can be improved to

yk+1 = yk + h
y′k + y′k+1

2
(5.18)

which requires that y′k+1 be known. The simple Euler method (5.17), the “predic-

tor”, can be used to predict a value of yk+1. yk+1 is then used to compute y′k+1,

which in turn improves the estimated yk+1 in the improved Euler method (5.18),

the “corrector”.

The implementation of the predictor-corrector method on the coupled Schrödinger-

Poisson equations is outlined here, and a detailed discussion is found elsewhere
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[149,170]. The solution, φ, presented in section 5.3 above for the non-linear Poisson

equation (5.5), depends on the charge density

ρ(φ) = q
[
N+
D (φ)− n(φ) + p(φ)−N−A (φ)

]
(5.19)

In the equilibrium situation, the charge densities n(φ), and p(φ), are obtained

from equations (4.33), and (4.35) respectively, given here with their electrostatic

potential-dependent predictors.

n(φ) = NC exp

(
Ef − Ec + q(φk − φk−1)

kT

)
(5.20)

p(φ) = NV exp

(
Ev − Ef − q(φk − φk−1)

kT

)
(5.21)

where φk−1 is the electrostatic potential from the previous step. The self-consistent

solution of the charge densities depends on the energies and wave functions from

the solution of the Schrödinger equation (4.2), repeated here as

Hψn(r) = Enψn(r). (5.22)

The solution eigenfunctions ψn for this equation depend on the elecrostatic potential

φ from the Poisson equation:

∇ · ε∇φ+ ρ(φ) =
[
N+
D (φ)− n(φ) + p(φ)−N−A (φ)

]
(5.23)

The predictor-corrector method can then be used to find the solution to this

coupled system of Schrödinger-Poisson equations. In the implementation, the quan-

tum densities n(φ), and p(φ) are used as predictors for the Poisson equation. A new

potential φ is determined and used in the Schrödinger equation to calculate a new

set of eigenfunctions and eigenenergies. This system of iterations continues until a
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specified maximum number of iterations is met, or stabilization occurs at a specified

residual R(n) = ‖nk+1 − nk‖ ≤ εres.

In the non-equilibrium situation, the solution to be determined is that of a cou-

pled Schrödinger, current, and Poisson equations. The drift-diffusion current equa-

tions (4.58) and (4.59) (determined in section 4.2.2) become coupled to the Poisson

equation through the quasi Fermi energies which determine the charge densities.

The charge densities used in this case are those for a non-equilibrium situation de-

scribed in section 4.2.1.2, and obtained from equation (4.44) and (4.46) respectively.

These charge densities with their electrostatic potential-dependent predictors, are

expressed as

n(φ) = NCF1/2

(
Ef − Ec + q(φk − φk−1)

kT

)
, (5.24)

and

p(φ) = NCF1/2

(
Ev − Ef − q(φk − φk−1)

kT

)
. (5.25)

The current equations are also coupled to the Schrödinger equation through the

eigenstates and eigenenergies.

This inclusion of the current equations limits the used of the predictor-corrector

method, and calls for other iterative schemes. One approach described in [168,170]

involves alternating the solutions of the Schrödinger-Poisson equations solved by the

predictor-corrector method, with the fixed quasi Fermi levels EF,n, or EF,p and the

current equations with fixed eigenpairs {ψi, Ei}. An underrelaxation approach is

used for the quasi Fermi energies, with an adaptively-determined relaxation param-

eter ωk.
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Chapter 6

Device Simulation and Results

Performance optimization is essential in semiconductor device manufacturing. De-

vice simulation reduces the costs involved in manufacturing and testing for perfor-

mance enhancement. Detailed behavior of general device structures with different

geometries and doping profiles can be simulated and analyzed within hours. Pro-

cessing methods and parameters can be altered giving insight into how they affect

the semiconductor device and performance. In this study, we use a semiconductor

device equation solver (NextNano) to simulate a GaAs FET-based biosensor device

governed by the semiconductor equations presented earlier. The geometry and ma-

terial properties of the device are specified in an input text file. This input file is

also used to specify the computations to be done, the numerical techniques to be

applied, and the output setup and formats. In this manner, we hope to learn the

effects of molecular interactions at the device surface.

6.1 Device Setup

We simulate a two dimensional (2D) physical model of the GaAs biosensor device.

The 2D device model gives a comprehensive and accurate representation of the

device’s physical and electrical properties. The model takes into account the active

region with appropriate boundary conditions for contacts and surfaces, computing

the equilibrium and non-equilibrium transport equations. The device is grown on a

semi-insulating GaAs substrate.

GaAs field effect devices are unipolar, reducing the semiconductor equations to

ones describing electron transport only. Therefore, we neglect the minority carriers
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and assume negligible generation and recombination effects. For an isolated device,

both the boundaries inside the semiconductor bulk and the current free surfaces are

modeled with zero-valued derivatives normal to the boundary for both potential and

carrier density. The source and drain ohmic contacts are assumed to be ideal with

pre-specified fixed potential and fixed carrier concentrations imposed as boundary

conditions. The source potential is set to zero, and a varying potential is applied to

the drain contact to derive the current as a function of drain-to-source voltage VDS.

The gate region potential is controlled by the surface charge, or by charge effects

associated with the addition of DNA biomolecules. The semi-insulating substrate

is assumed to have a negligible effect on the drain-source current. The 2D FET

biosensor device is illustrated in Figure 6.1.

Figure 6.1: The 2D FET biosensor device geometry used in simulation.

The geometry of the device is defined by the basic and essential parameters

which determine the performance and current-voltage relationship. These param-

eters include gate length (Lg), gate width (Wg), and active channel thickness (A).

The device used in this study, and shown in Figure 6.1, has an active n-doped GaAs

layer of thickness A = 0.1 µm, and a gate region length Lg = 0.25 µm for the 2D

simulation. For an actual device in three dimensions, the cross-section of the 2D

device shown in Figure 6.1 is projected along the device width. The device width
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(Wg), for typical GaAs FET devices ranges from 2 to 3 orders of magnitude higher

than the gate length [6, 74].

The n-GaAs active channel is assumed to have a constant doping profile with

doping density ND = 0.15x1018cm−3 of n-type impurities, with full ionization of elec-

trons from the donors. The material properties for the GaAs zincblende structure,

such as the conduction band and valence band effective masses discussed in section

4.1.3 are taken from Vurgaftman et al. [141]. The GaAs lattice constant a = 0.5653

nm, and the static dielectric constant is taken to be εr = 12.93. The lattice tem-

perature is set to 300 K and assumed constant over the entire device. The device

performance depends on temperature, and various characteristic relationships have

been defined for temperature-dependent parameters. Some of the parameters that

depend on temperature include the lattice constant, band gap energy (4.14), car-

rier mobility (4.61), device saturation velocity (4.63), and peak electric field (4.65).

These parameters have a direct effect on the device carrier transport equations,

hence on the performance of the device.

The solution of the coupled system of semiconductor equations requires dis-

cretization of the physical device. The discretization results in a mesh scheme that

ensures that enough nodes are included for convergence of the solution. At areas

near the boundaries, or areas where physical properties change rapidly, it is essential

to have more nodes to accurately model device behavior. We have defined meshes

of size 5.0 x 1.0 nm in most of the device and 2.5 x 1.0 nm near the source and

drain junctions, and near the ends of the gate region. The mesh sizes are smaller

than the Debye length, LD = 11.1 nm at ND =0.15x1018cm−3 (5.8), as required for

spatial decay of carrier distribution due to diffusion.

Table 6.1 summarizes the parameters used for the GaAs biosensor device simu-

lation.
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Parameter value
Gate region length Lg = 0.25 µm
Active channel thickness A = 0.1 µm
Doping density ND = 0.15x1018cm−3

Temperature T = 300 K
Dielectric constant εr = 12.93
Lattice constant a = 0.5653 nm
Peak electric field Epk = 3.2 KV/cm
Saturation velocity vs = 1.2x107cm/s

Table 6.1: Device parameters for the GaAs FET device.

6.2 Simulation Flow

Program execution depends on the device specifications in the input file and the

material properties defined in the database, as shown in Figure 6.2. The calculation

Figure 6.2: Program interaction with the input file and material properties in the
database.

flow for solving the coupled Schrödinger, Poisson and current equations is shown

in Figure 6.3. All constants and data which remain invariant during the iterative

solving of the coupled equations are calculated and set up in the initialization stage.

This stage also includes preparation and conversion of all semiconductor and GaAs

material-specific parameters needed and found in the input file or the database,

and the evaluation of the bulk band structures. The electronic band structure is

calculated within the effective mass approximation, using the envelope wave approx-

imation discussed in section 5.1.

The nonlinear Poisson equation is used to calculate the built-in potential classi-
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Figure 6.3: Computational flow for device simulation.

cally for the equilibrium conditions. The Fermi level is set to 0 eV, and an initial

guess for the electrostatic potential is calculated. Newton’s method is used for the

solution of the Poisson equation with Neumann boundary conditions for zero electric

field. The intrinsic density is calculated using the built-in potential. For quantum

mechanical effects, the built-in potential is also calculated quantum mechanically

using the classical built-in potential as an initial guess for the electrostatic poten-

tial. The coupled nonlinear Schrödinger-Poisson equation is applied and iterated

to a solution using the predictor-corrector algorithm. In the iterations, the Pois-

son equation is solved for the electrostatic potential using a predicted value for

the charge density. The electrostatic potential is used in the Schrödinger equation,
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with the corrected value for the charge density to solve for the eigenstates ψi, and

eigenenergies Ei, in turn used by the Poisson equation. The iterations continue

until convergence of the electron density, or until a specified maximum number of

iterations is exceeded.

For the nonequilibrium conditions, an electric field is applied across the contacts

by applying a bias potential VDS across the drain and source contacts. Therefore,

we include the current equations defined by the drift-diffusion model described in

section 4.2.2. In this model, we only consider electrons as the charge-carriers, and

ignore any carrier generation or recombination. The carrier mobility is modeled

with a dependence on the lattice temperature (according to (4.61)), doping density

(4.60), and electric field (4.64).

With the inclusion of the current equations, the quantum mechanical solution

of the coupled system of Schrödinger, Poisson, and current equations is solved self-

consistently. For the quasi-Fermi level, Dirichlet boundary conditions are applied

for the ohmic contacts and for the gate region. The surface charge density in the

gate region also results in band bending, and a barrier potential φB exists between

the Fermi level and the conduction band energy EC . Dirichlet boundary condi-

tions are applied for the electrostatic potential at the interface. The coupled system

of Schrödinger and Poisson equations is iterated using the predictor-corrector al-

gorithm described earlier. The coupled current-Poisson equation is solved using

Newton’s method to determine the quasi-Fermi levels and the electrostatic poten-

tial used in the Hamiltonian for the Schrödinger equation. The current equation

is solved with underrelaxed Fermi energies that determine charge density for the

Poisson equation.

In the postprocessing step, solutions of the electrostatic potential, quasi-Fermi

levels, and charge densities obtained from the self-consistent solution of the Schrödinger,

Poisson, and current equations are used in further calculations to determine any



84

other desired quantities, such as current density, band structures, and current-

voltage relationships (I-V curves). If a voltage sweep is applied to the contacts for

the purpose of obtaining I-V curves, the self-consistent solutions of the Schrödinger,

Poisson, and current equations determined as shown in Figure 6.3 must be repeated

for each voltage step.

6.3 Simulation Results and Device Modeling

This section presents simulation results of a GaAs field-effect DNA biosensor. To

understand the performance of the GaAs transistor-based DNA sensor, we first look

at the electronic band structure and the changes associated with molecular immobi-

lization and hybridization of complementary DNA biomolecules. DC current-voltage

relationships are simulated, investigating the effect of DNA charge on the electrical

behavior of the device. Small-signal parameters of the biosensor device are derived

from incremental perturbations of the DC measurements. These parameters are

then used to analyze the small signal AC response of the device for potential ap-

plication at high frequencies where 1/f noise decreases. For the AC response, we

consider only the intrinsic device parameters at a given bias point. An extensive

study of device behavior at high frequencies (in the microwave and millimeter wave

range of the electromagnetic spectrum) is beyond the scope of this dissertation, and

is left for future research.

6.3.1 Electronic Band Structure

The electronic band energies are first calculated and presented in Table 6.2. These

energy values are based on the Varshni equation given in (4.14), and the parameters

in Table 4.1. The band gap energy, 1.422 eV, is the difference between the Γ

conduction band energy and the heavy-hole valence band energy. Table 6.3 shows
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Electronic band Energy [eV]
Γ 0.6
L 0.885
X 1.077
Heavy-hole -0.82233
Light-hole -0.82233
Split-off -1.16333

Table 6.2: Electronic band energies at 300 K, relative to the Fermi energy EF = 0.0
eV.

the calculated effective density of states for the conduction and valence bands. The

density of states directly affects the carrier concentration n for both the equilibrium

and nonequilibrium conditions according to (4.33) and (4.44) respectively.

Effective density of states Value [1x1018 cm−3]
NC(Γ) 0.4352
NC(L) 10.4323
NC(X) 19.7421
NV (Heavy-hole) 8.8721
NV (Light-hole) 0.445
NV (Split-off) 1.7901

Table 6.3: Effective density of states for conduction and valence bands at 300 K.

The potential distribution across the active channel region for a pure surface

charge at equilibrium conditions is shown in Figure 6.4. This figure shows that, at

zero bias potential (VDS = 0 V) there is a built-in potential energy of −0.576 eV

associated with the surface charge over the gate region. This potential is uniform

from the source contact to the drain contact and decays with depth from the gate

region interface to the semiconductor bulk. In nonequilibrium conditions (Figure

6.5), an applied bias voltage VDS = 0.6 V creates a high-field region at the drain

side. The current channel is modulated, under both equilibrium and nonequilibrium

conditions, by the depletion region resulting from the surface charge. Changes in

the surface charge resulting from immobilization of ssDNA and hybridization by
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complementary strands results in a change in Vsbi. This change in Vsbi, using the

pure surface charge case as a reference, is illustrated in Figure 6.6. Vsbi increases

by 2.54 mV after immobilization of a 20-mer ssDNA, and by 5.08 mV after DNA

hybridization with a completely complementary strand. The change in potential

that results from the immobilization of DNA molecules also decreases with depth,

from the interface to the semiconductor bulk.

Figure 6.4: Potential energy [eV] across the active channel layer in equilibrium
conditions.

Figure 6.5: Potential energy [eV] across the active channel layer with an applied
VDS = 0.6 V.

The charge distribution in the biosensor modulates the conductance of the chan-

nel from drain to source. Figure 6.7 shows the internal space charge density, with the

depletion layer characterized by a decrease in carrier concentration at the boundary.

The space charge is created by positive charge in the semiconductor, which compen-

sates for negative surface charge resulting from DNA immobilization, maintaining

charge neutrality. The change in charge density under the gate region (near the
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Figure 6.6: Plot of ∆Vsbi, the change in Vsbi associated with DNA immobilization
and hybridization, relative to a pure surface charge.

drain end) is characterized by high electric fields, yielding a drift velocity which

rises to a peak according to Figure 4.7, and falls to an equilibrium value at satura-

tion. This velocity-field relationship results in nearly equal charges in the depletion

layer and in the conducting channel.

Figure 6.7: Space charge density [x1018 e/cm3] across the active region with VDS =
0.6 V.
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6.3.2 Device I-V Curves

The current-voltage relationship predicted by our model was compared against ex-

perimental results of Baek, et al., [5] for similar device dimensions, with Vsbi =

0.576V and ND =0.15x1018cm−3. Figure 6.8 shows that the results of our simula-

tion are in relative qualitative and quantitative agreement with Baek’s results. One

distinction is that our model assumes zero ohmic contact resistance, while Baek’s

device portrays an infinite (ideal) output resistance Rds, shown by the constant

output current in saturation.

Figure 6.8: I-V curves from surface charges comparing our simulated results and the
experimental results from Baek et. al. [5] for a 100 µm wide device.

Immobilization and hybridization of DNA molecules results in a change in the

charge density at the gate region. This change in charge modulates the depletion

layer and the channel current which flows under the gate region. This change in

channel dimensions is illustrated by the respective change in current density within

the channel as shown in Figure 6.9. As shown in this figure, the simulation predicts a
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decrease in current after immobilization of ssDNA molecules, and a further decrease

after their hybridization with complementary strands. The actual change in current

density with respect to the pure surface charge case is shown in Figure 6.10. There

is a decrease in current density of about 0.45 A/m after immobilization, resulting

from an increase in net charge density over the gate region, associated with an

increase in depletion depth. The increase in the depletion depth within the active

region reduces the channel conducting area, hence a decrease in current density.

Hybridization results in a further increase in charge density and a further decrease

in current density (0.9 A/m with respect to pure surface charge), as expected.

Figure 6.9: I-V Curves for the biosensor device before immobilization of ssDNA,
after immobilization, and after hybridization event.

The effect of DNA oligonucleotide length on current density is of great interest,

and was also simulated. Longer oligonucleotides (Ldna > 20 mers) will have addi-

tional negative charge along the DNA molecule that is situated further from the

surface. Shorter molecules (Ldna < 20 mers) will have fewer negative charges. We
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Figure 6.10: Change in current density associated with DNA immobilization and
hybridization, relative to pure surface charge.

investigated shorter DNA oligonucleotides (Ldna = 12 mers), and longer oligonu-

cleotides (Ldna = 28 mers), comparing them against the initial (Ldna = 20 mers)

oligonucleotides. Figure 6.11 shows the resulting I-V curves for the immobilization

of various ssDNA lengths, compared to a pure surface charge. The changes involved

are small, but a magnified view at the VDS = 0.6 V bias point is shown in Figure

6.12, providing an insight into the magnitude of the effect. All DNA lengths in the

figure exhibit an average decrease in current density of ≈ 0.45 A/m with respect to

that of the pure surface charge current density. The insert in Figure 6.12 shows that

the longer the DNA length, the greater the decrease in current density. However,

this decrease in current density is small and decays with increasing DNA lengths.

The decay results from a decreasing effect of DNA molecular charge at an increasing

distance R from the surface. The decrease is proportional to 1/R2, which results in

a small net electric field at the surface, shown in Figure 3.8.
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Figure 6.11: The effect of DNA oligomer length on the conducting channel, illus-
trated by changes in the I-V curves.
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Figure 6.12: The effect of DNA oligomer length (manifested by molecular charge)
illustrated at a bias point VDS = 0.6 V.
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6.3.3 Small Signal Analysis

Using the DC current-voltage relationships and the charge density behavior pre-

dicted by the simulation, we can obtain the intrinsic AC small-signal parameters

discussed in Section 2.2. Using these parameters, we can predict the AC response

of the device. We will only consider the small-signal values at a single bias point,

since most transistor devices are typically characterized and modeled at high fre-

quencies by impedance (S-parameter) measurements at a single bias voltage and

current. The small-signal values at the bias point will also be sufficient to illustrate

the performance of the small-signal equivalent circuit of Figure 2.7. We select the

bias point VDS = 0.6 V, with current IDS = 8.17 mA for a typical 100 µm wide

device, based on the I-V characteristics (Figure 6.8) of our simulated device.

Some important AC small-signal parameters which can be derived from our sim-

ulated results are the output conductance of the device, the transconductance of

the active channel, and the capacitances resulting from the charge density under

the gate region. Figure 6.13 shows the output conductance gds, and Figure 6.14

shows the resulting output resistance Rds = 1/gds obtained from (2.14). The value

of gds decreases with increasing VDS and becomes nearly constant at the onset of

saturation. Rds behaves inversely to gds. Figure 6.15 illustrates the transconduc-

tance gm of the active channel with increasing VDS. The transconductance increases

at low bias voltages and stabilizes in the saturation region.

The capacitances Cgs, Cgd, and Cds are voltage-dependent, according to equa-

tions (2.15), (2.16), and (2.17), respectively. Cgs decreases with increase in VGS

when VGD is held constant. Cgd decreases as VDS is increased, while Cds increases

with increasing VDS. From these results, we can calculate the so-called transition

frequency fT (2.18), the maximum frequency of oscillation, fmax (2.19), the car-

rier transit time τ (2.21), and the charging resistance Ri (2.22). At the bias point

VDS = 0.6 V and IDS = 8.17 mA, these parameter values were calculated and are
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Figure 6.13: Output conductance as a function of VDS.

shown in Table 6.4.

Parameter Value
gds 0.943 mS
gm 17.6 mS
Rds 1060 Ω
Cgs 0.0378 pF
Cgd 0.0364 pF
Cds 0.4163 fF
Ri 0.0963 Ω
fT 37.77 GHz
fmax 355.0 GHz
τ 0.0208 ps

Table 6.4: Small signal parameter values at a bias voltage VDS = 0.6 V and drain-
to-source current IDS = 8.17 mA for a 100 µm wide device.

The response of the impedance across the drain and source contacts is influenced

by the modulation of the current channel and can be analyzed at different frequen-

cies. The impedance (S-parameter) measurements were obtained for the small-signal
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Figure 6.14: Output resistance as a function of VDS.

equivalent circuit shown in Figure 6.16. The circuit was configured for one-port

measurements with the parameter values in Table 6.4, and analyzed using the Qucs

circuit simulator. Figure 6.17 shows the reflection coefficient S11(magnitude and

phase angle) of the device over the frequency range 0 Hz to 100 GHz, using a Smith

chart presentation. The resulting output impedance of the device can be obtained

from

Zout = Z0
1 + S11

1− S11

(6.1)

where Z0 =50 Ω is the standard characteristic impedance used in the analysis, and

S11 is a complex quantity in general. Figure 6.18 shows the magnitude of the output

impedance of the device as a function of frequency. At low frequencies, Zout ≈ 1060

Ω, dominated by the value of the output resistance Rds (Table 6.4) obtained from

a DC analysis. As frequency increases, the device output resistance drops by (at

least) an order of magnitude over the 100 GHz frequency range. Shifts in device
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Figure 6.15: Transconductance of the device as a function of VDS.

Figure 6.16: Intrinsic equivalent circuit for the GaAs biosensor device modeled for
high-frequency analysis.

small-signal parameters such as transconductance and capacitance values are also

similar as a function of frequency [74,171]. Understanding the device behavior over
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Figure 6.17: The reflection coefficient of the biosensor device as a function of fre-
quency, using a Smith chart presentation. (Center point = 50 Ω normalization
impedance.)

a wide frequency range is critical for the successful design of GaAs transistor-based

biosensor devices, and allows one to optimize a transistor-based DNA detection

device for highest sensitivity and specificity.
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Figure 6.18: Output impedance as a function of frequency.
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Chapter 7

Conclusion

A physical model for a GaAs FET-based DNA biosensor was developed and sim-

ulated. In this model, GaAs FET transistor physical properties were studied, and

device transport equations modeled, incorporating the electrical charge effect from

DNA biomolecules. A DNA charge model was developed assuming covalent teth-

ering of DNA molecules to dangling bonds on the field-effect device surface. DNA

charges on the surface have an effect nearly equal to that of the pre-existing sur-

face charges; those charges on the molecule more distant from the surface have a

decreasing electrostatic effect on sensor performance. This model also assumes that

DNA molecules are, on average, oriented at an angle of 54◦ to the sensor surface, as

predicted in the literature.

The electronic band structure of the device was studied (as influenced by DNA

binding), and results show that there is an increase in surface built-in potential

Vsbi by 2.54 mV after immobilization, increasing to 5.08 mV after hybridization of

complementary DNA molecules. The increase in Vsbi results from an increase in net

negative charge in proximity to the gate region, over and above that of contributions

by the pre-existing surface charges. The effect of these changes in charge density at

the gate region was also studied, specifically examining charges in the current-voltage

relationships obtained. The I-V characteristics show a decrease in current density

along the conducting channel by ≈0.45 A/m after immobilization, and ≈0.9 A/m

following hybridization by complementary DNA strands. The decrease in current

density was associated with an increase in negative charge density at the gate region,

resulting in an increase in the depletion depth and a decrease in the effective area
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of the conducting channel.

Potential applications of a GaAs biosensor device at high frequencies were then

presented, based on extraction of the intrinsic small signal AC parameters from the

DC measurements. The AC response was specifically analyzed at a single bias point,

conveniently selected from the DC characteristics. The analysis shows that the out-

put impedance of the device decreases with frequency, and good performance can be

achieved up to the cut-off frequency of fT = 37.77 GHz. The maximum frequency

of oscillation is fmax = 355 GHz, suggesting that the device has the potential to

be used at frequencies even higher than fT , but the design of biosensor applica-

tions at these high frequencies may be hindered by the availability of testing and

characterization equipment. An extensive study of higher frequency performance is

left for future study. Such a research undertaking should include a noise analysis

(which becomes important at high frequencies), as well as the effects of parasitic re-

sistances, capacitances, and inductances, some induced perhaps by the biomolecules

themselves.

The research presented in this dissertation provides a means for reliably char-

acterizing and modeling a GaAs DNA biosensor device. The performance of the

device can be improved by optimization of all physical and electrical device param-

eters involved, as well as accurate modeling of the device environment. In modeling

a semiconductor field-effect device, an expanded study would also examine parasitic

effects such as substrate effects, contact resistances, and fringing fields.

In a DNA sensing application, the complementary ssDNA molecules to be de-

tected are presented in an ionic solution. The solution contains charged particles

from other compounds or elements in solution, such as H3O
+, OH−, Na+, or K+.

These ions may affect the charge distribution and the working pH conditions of the

device, and an extensive analysis of these effects could be incorporated in the device

model, based on an understanding of the changes in charge distribution involved as



101

well as interface parameters.

While research into devices based on GaAs and its alloys continues to expand,

other compound semiconductors such as GaN, InP, and their alloys have also been in-

vestigated as platforms for biosensor design [172–178]. These materials are currently

used in MESFETs and high electron mobility transistor (HEMTs) devices. GaN

has shown great promise in high-frequency, high-power applications, and research

study which includes applications in biosensing is ongoing. The DNA biosensor de-

vice model developed here can also be extended to GaN and other high-frequency

compound semiconductor devices. These high-frequency devices can potentially re-

sult in improved sensitivity and specificity, which could in turn support the use of

semiconductor-based molecular sensors for medical diagnosis.
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Appendix A Some Important Physical Constants

Quantity Symbol Value
Avogadro’s number NAV 6.0221367 x 1023 1/mol
Bohr energy EB 13.606 eV
Bohr magneton µB 5.78832 x 10−5 eV/T
Bohr radius aB 0.52917 Å
Boltzmann constant kB 1.38066 x 10−23 J/K
Electronic charge q 1.60218 x 10−19 C
Electron volt eV 1.60218 x 10−19 J
Mass of electron at rest me 9.1093897 x 10−31 kg
Mass of proton at rest mp 1.6726231 x 10−27 kg
Permeability in vacuum µ0 1.2623 x 10−8 H/cm(4π x10−9)
Permittivity in vacuum ε0 8.85418 x 10−12 F m−1

Planck’s constant h 6.62607 x 10−34 J−s

Reduced Planck’s constant h̄ = h/2π 1.05457 x 10−34 J−s

Speed of light in vacuum c 2.9979 x 108 m sec−1

Thermal voltage at 300K kBT/q 0.02586 V
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Appendix B Properties of Gallium Arsenide (GaAs)

Crystal structure zinc blende
Breakdown field (V/cm) ∼4.0 x 105

Density (g/cm3) 5.3176 (at 298 K)
Dielectric constant (κs) 12.93 (at 300 K)

(κ0) 10.89 (at 300 K)
Diffusion constant (cm2/s) 207 (electrons, at 300 K)

10 (holes, at 300 K)
Effective density of states in the conduction band (cm−3) 4.7 x 1017 (at 300 K)
Effective density of states in the valence band (cm−3) 7.0 x 1018 (at 300 K)
Effective electron mass (in units of me) 0.067 (at 0 K)

0.063 (at 300 K)
Effective hole mass (in units of me) heavy hole 0.51 (at < 100 K)

0.50 (at 300 K)
light hole 0.084 (at < 100 K)

0.076 (at 300 K)
density of states 0.53

Electron affinity (V) 4.07
Energy gap (eV) 1.424 (at 300 K)

1.507 (at 77 K)
1.519 (at 0 K)

Index of refraction 3.3
Intrinsic carrier concentration (cm−3) 2.1 x 106 (at 300 K)
Intrinsic Debye length (µm) 2250 (at 300 K)
Intrinsic resistivity (Ω-cm) 108 (at 300 K)
Lattice constant (Å) 5.6533 (at 300 K)
Melting point (◦C) 1240
Mobility (cm2/V-s) 8500 (electrons, at 300 K)

400 (holes, at 300 K)
Optical phonon energy (eV) 0.035
Specific heat (J/g−◦C) 0.35
Thermal conductivity (W/cm−◦C) 0.46
Thermal diffusivity (cm2/s) 0.44
Thermal expansion, linear (◦C−1) 6.86 x 10−6 (at 300 K)
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