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ABSTRACT

THEORETICAL INVESTIGATION OF INTERACTIONS AND RELAXATION IN BIOLOGICAL MACROMOLECULES

by

Koki Yokoi

The University of Wisconsin-Milwaukee, 2015
Under the Supervision of Professor Valerică Raicu

One of the major challenges posed to our quantitative understanding of structure, dynamics, and function of biological macromolecules has been the high level of complexity of biological structures. In the present work, we studied interactions between G protein-coupled receptors (GPCRs), and also introduced a theoretical model of relaxation in complex systems, in order to help understand interactions and relaxation in biological macromolecules.

GPCRs are the largest and most diverse family of membrane receptors that play key roles in mediating signal transduction between outside and inside of a cell. Oligomerization of GPCRs and its possible role in function and signaling currently constitute an exciting area of research, with implications on development of therapeutic regimens. We performed molecular dynamics (MD) simulations of fluorescent proteins attached through short linkers to GPCRs, in order to obtain distances between them and orientation factors of their transition dipole moments. Used in conjunction with Förster resonance energy transfer (FRET) experiments, this
information is used for determination of binding interfaces between GPCR protomers (i.e., single molecules) within an oligomer. We simulated, with coarse-grained resolution, several configurations of dimers and tetramers of the M₂ muscarinic acetylcholine receptor fused to the green fluorescent protein (GFP, a donor of energy in FRET) and yellow fluorescent protein (YFP, an acceptor of energy). From simulated distances and orientation factors for oligomers with different relative orientations of the protomers, we computed apparent FRET efficiencies for mixtures of monomers, dimers and tetramers based on the simulated data, and then compared them to experimental FRET data. Comparing the fitting residuals obtained for all tested oligomer configurations, we were able to determine, for the first time, the most probable quaternary structure of the M₂ muscarinic receptor in living cells.

The study of relaxation processes is still insufficiently developed for the case of complex systems. Although it is currently firmly established that the dielectric behavior of systems of coupled dipoles or systems with complex biological structures deviates markedly from classical Debye (in the frequency domain) or pure exponential decay (in the time domain), the exact ways in which these deviations occur and their significance are still debated issues. In the second part of my thesis, we use a new approach to this problem for systems that present hierarchical relationships between their parts, also known as fractals. We formulated a set of differential equations of physical quantities in the hierarchical structure and developed a method of solving it. As a test case, for which there is experimental data to relate to, we applied this
method to dielectric relaxation, and successfully reproduced the Debye, and non-
Debye behaviors in the frequency domain, as well as corresponding non-exponential
behaviors in the time domain. The proposed approach will likely provide an adequate
mathematical framework for such disparate phenomena as recombination of
photodissociable molecules, distribution of income in large populations of humans,
and non-exponential decay of fluorescence in systems with multiple, hierarchically
organized energetic levels. This in turn could help, develop correct approaches for
analyzing FRET measurements in the time domain, which currently pose many
challenges.
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Chapter 1. Introduction

For their importance to the function of biological systems, proteins have been of great interest to life and physical scientists alike since the beginning of the past century. Proteins participate in wide array of cellular processes of life, including as biochemical reaction regulators (i.e., enzymes), transport systems (pores, ion channels, transporters), cytoskeleton (actin), nanomachines involved in assembling complex macromolecules (e.g., the ribosome), etc [1-5].

In this chapter, first, the general principles underlying the concept of structure of proteins is described. Then, membranes and membrane proteins, which are the main focus of this study, are introduced. In addition, the structure and properties of G protein-coupled receptors (GPCRs), used as the biological system of interest in much of the present work, and fluorescent proteins, used as fluorescent tags to investigate protein interactions, are presented.

1.1 General structure of proteins as biological molecules

Twenty different amino acids form the building blocks of proteins. An amino acid consists of an amino group (-NH$_2$) and a carboxyl group (-COOH) linked via a so-
called alpha carbon (C\(^\alpha\)). This structure is common and essential for all amino acids, and forms a backbone (Figure 1.1). The alpha carbon is attached to a side chain, \(R^i(i = 1, \ldots, 20)\), which gives its amino acid a physical size and shape, polarity, and charge.

Different amino acids can be bound to each other covalently involving the nitrogen in the amino group and the carbon in the carboxyl group and releasing a water molecule. This covalent bond is called a peptide bond, and comprises a linear chain of amino acids called polypeptide (Figure 1.2). The end of the polypeptide consisting of the amino group not involved in a peptide bond is referred to as the amino terminus (N-terminus), and the other end with carboxyl group not involved in a peptide bond is referred to as the carboxyl terminus (C-terminus) (Figure 1.3). By convention, amino acid residues are counted in order from N-terminus to C-terminus.

![Diagram of peptide bond]

Figure 1.2  Two amino acids are bound by a peptide bond and become a dipeptide.
An amino acid chain involving a small number of amino acids is called an “oligopeptide.” Proteins are polypeptides that contain a large number of, typically more than fifty, amino acid residues, which determine the structure and functions of the proteins.

![General structure of a polypeptide](image)

**Figure 1.3** General structure of a polypeptide. A number of amino acids are linked by peptide bonds one another forming a sequential structure. Numbers are assigned in order from N- to C-terminus.

There are four levels of protein structures, depending on their spatial scales and binding energies. (1) The primary structure of a protein, is represented by its sequence of amino acids connected via peptide bonds, as exemplified in Figure 1.3. It is often the case that, instead of referring to its chemical bonds, an amino acid chain is depicted as a chain of beads, each of which indicates the name of an amino acid. Side chains (R) present in a polypeptide determine properties and function of the polypeptide. In some cases, even a single change in the sequence of amino acids can cause radical changes in the way the macromolecule behaves. Thus, a protein’s primary structure is a fundamental determinant of its function. (2) Depending on the primary structure and polarity of their environment, hydrogen atoms in amino groups bind to oxygen of carboxyl groups by hydrogen bonds, forming a local three-
dimensional structure called the secondary structure. There are mainly four types of the secondary structures: (i) \( \alpha \)-helix, (ii) \( \beta \)-strand/sheet, (iii) \( \beta \)-turn, and (iv) amorphous (or random coil) structure. The \( \alpha \)-helix is usually a right-handed helix and has a diameter of about 1.2 nm and a vertical step of 0.54 nm per turn with 3.6 amino acids involved. \( \beta \)-strand is formed between two adjacent fragments of the protein thread. The distance between two \( C^\alpha \) is about 0.35 nm. When two or more \( \beta \)-strands are aggregated, they form a so-called \( \beta \)-pleated sheet (Figure 1.4). A \( \beta \)-turn structure is composed of a small number of amino acids. It usually connects elements between \( \alpha \)-helices and/or \( \beta \)-strands. A random coil is a loop which does not have any regular
structure, and thus gives flexibility to the protein chain. (3) The secondary structure folds into a three-dimensional compact globular structure called the tertiary structure due to mostly hydrophobic interactions with water molecules and disulfide bonds between sulfurs of the residue Cystein. In this state, the protein is fully functional. (4) When a protein is associated with other molecules of its own or different kind to form a complex, the structure is known as the quaternary structure (Figure 1.5). This association is due to weak interactions similar to those involved in the tertiary structure, such as hydrogen bonds, hydrophobic interactions, and also stronger ionic interactions. The complex is called a multimer, and each subunit is called a monomer. A multimer is specifically called a dimer, a trimer, a tetramer, ..., when it is formed by two, three, four, ..., monomers [9].
1.2 Membrane and membrane proteins

1.2.1 Basic structures of membrane and types of membrane proteins

Cell membranes play important roles in the biological structure of a cell. They serve as a barrier to protect components of the cell from the outside environment. Also, they regulate interactions between inside and outside the cell, such as physical ion and molecule transport, and information transfer. Membranes are composed of lipids, proteins and carbohydrates. The lipid components consist mainly of phospholipids, which have polar phosphate groups as hydrophilic heads and two nonpolar fatty acid chains as hydrophobic tails. The hydrophilic region is attracted to aqueous solutions due to the hydrogen bonds it forms with the water molecules, while the hydrophobic tail has no affinity for water, because hydrogen bonds are broken when a molecule orients itself that way. This amphiphilic character of the lipids results in a variety of formations in water (Figure 1.6). In a biological cell, phospholipids form a bilayer with their polar heads positioned along the two surfaces and nonpolar tails sandwiched in between: this constitutes the main structure of a

![Figure 1.6](image_url)  
**Figure 1.6** Amphipathic lipid aggregates that form in water: (a) micelle, (b) bilayer and (c) liposome. Figure reproduced from [10] by permission of W. H. Freeman.
cell membranes. Although the bilayer isolates the watery cell interior from the extracellular environment, it is semipermeable, allowing gasses, lipids, and small polar molecules to pass through it, but not charged molecules such as ions and proteins or large polar molecules. Membrane proteins associated with the bilayer and known as transporters, ion channels, or pores mediate transfer of such molecules between the interior and outside of the cell. In addition, they also assist in biologically important reactions, and interact with membranes of neighboring cells.

There are basically two classes of membrane-associated proteins: peripheral and integral membrane proteins (Figure 1.7). Peripheral membrane proteins are attached to the surface of the membrane through protein-protein interactions or protein-lipid interactions, and can be dissociated from the membrane by polar reagents, such as solutions of extreme pH or high salt concentration, whereas integral membrane proteins are embedded in the lipid bilayer having one or more transmembrane (TM) segments in contact with the cytoplasm and the extracellular medium and interact with nearby lipids, and consequently they cannot be dissociated from the membrane without disrupting it.

### 1.2.2 G Protein-Coupled Receptors (GPCRs)

Membrane proteins that mediate the communication between extracellular environment and the cell interior by associating with signaling molecules (ligands) are called receptors. When a ligand in the extracellular space binds to a receptor, it
triggers a conformational change in the receptor, which opens an ion channel pore or activates a signal transduction pathway in the cell. Receptors involved in the latter type of response and rely on a secondary messenger are classified as 

**metabotropic receptors**; those associated with and relying on G proteins as secondary messengers are called 

**G protein-coupled receptors (GPCRs)**. GPCRs constitute a large and important class of receptors that respond to external signals such as light, odorants, hormones, and neurotransmitters, and then activate G proteins which relay the signal to the interior of the cell.
Most G proteins are hetero-trimers consisting of G\(\alpha\), G\(\beta\), and G\(\gamma\) subunits and bind membranes by lipids linked to G\(\alpha\) and G\(\gamma\). Once ligand binding triggers a conformational change in a GPCR, the GPCR binds to the trimeric G protein, allowing the G\(\alpha\) subunit to exchange its bound GDP (Guanosine diphosphate) for GTP (Guanosine triphosphate). Then, this exchange stimulates dissociation of the G\(\alpha\) and G\(\beta\)\(\gamma\) subunits to further activate intracellular signaling molecules or other functional proteins. After these interactions, the GTP is hydrolyzed and turns into GDP (Guanosine diphosphate), allowing the G\(\alpha\) subunit to re-associate with G\(\beta\)\(\gamma\) subunits to form a G protein trimer, which is again ready to interact with another GPCR (Figure 1.8).

Figure 1.8  The G protein cycle in the function of GPCRs. When a ligand (agonist) binds to the GPCR, a conformational change in the receptor (R) enables it to bind the G protein heterotrimer (\(\alpha\)\(\beta\)\(\gamma\)) at its cytoplasmic side. Receptor binding stimulates GDP/GTP exchange in the \(\alpha\) subunit of the G protein, which triggers dissociation of the \(\alpha\) and \(\beta\)\(\gamma\) subunits from the receptor. In this example, G\(\alpha\)-GTP stimulates adenylyl cyclase (AC) to synthesize cAMP, while G \(\beta\)\(\gamma\) opens a Ca\(^{2+}\) channel. Hydrolysis of GTP by G\(\alpha\) leads to reformation of the heterotrimer. Figure reprinted by permission from Macmillan Publishers Ltd: Nature, [11], copyright 2011.

A GPCR consists of a long chain of amino acids that crosses the membrane.
seven times forming seven helices connected by short loops; thus, it is also called a 7-TM (transmembrane) receptor (Figure 1.9). N-terminus is exposed outside the cell and C-terminus, which includes a short amphipathic helix (Helix8), is situated inside. Helices are numbered in order (I, II, ..., VII) from N-terminus end to C-terminus end in the same way as an amino acid chain. Because of a compactness of the structure, a conformational change occurs only in a few TM helices and connecting loops instead of the entire structure.

![Generalized topology of GPCRs](image)

**Figure 1.9** Generalized topology of GPCRs. It shows the seven transmembrane helices (TM-I, ..., TM-VII) with the eighth amphipathic helix (Helix VIII) near the C terminus. ECLs are the extracellular loops. Residues highlighted in purple are typically involved in binding a ligand, while residues highlighted in green are typically involved in binding the G protein. Figure reprinted from [12], Copyright 2009, by permission of Elsevier.

As key elements in sensory physiology and neurobiology, GPCRs are one of the main targets of modern medicinal drugs. The significance of GPCRs in biological
and therapeutic field can be emphasized by a fact that the Nobel Prize in Chemistry 2012 was awarded jointly to Robert J. Lefkowitz and Brian K. Kobilka for their groundbreaking discoveries of GPCRs and sequential studies of them.

1.2.3 Studies of membrane proteins

Since early 1990s, the number of determined protein structures has grown exponentially. Up to now, more than 100,000 protein structures have been deposited at the Protein Data Bank (PDB) archive [13]. However, membrane proteins are less than 1% of them despite the importance of structural determination of membrane proteins for general understanding of cellular processes and for drug design [5, 14, 15].

Most biomolecular structures have been determined by X-ray crystallography. This method is precise and provides information at atomic level. A biomolecule of interest is purified and crystallized, and then the crystal is subjected to an intense beam of X-rays. By analyzing the diffraction patterns of X-rays, locations of atoms in the structure can be determined. Although this is a powerful method, its application to membrane proteins is not simple because of a complexity of preparation of crystals of membrane proteins. In addition, the structure of a membrane protein in its crystal form may not be the same as in the membrane-bound form [5, 16].

Nuclear Magnetic Resonance (NMR) spectroscopy is another widely used
method for determination of biomolecular structures. It relies on the energy level splitting of spins in nuclei in an external magnetic field, which is a quantum mechanical phenomenon, and on absorption of energy from an applied radiofrequency field driving the spins at their resonance frequency of precession. Currently, this method can be used to probe structures of only small and average-size membrane proteins, though the study of membrane proteins using NMR spectroscopy has progressed at rapid speed and it may soon be able to be applied to large proteins.

As with the determination of tertiary structures, interactions between proteins are of great interest in the study of membrane proteins. X-ray crystallography maybe used for that purpose as well, though usually not many proteins may be crystalized in associated form. In addition, crystallography is intrinsically an ex-vivo (or in vitro) method and it does not allow comparatively short-lived complexes to be studied. In this thesis, we describe a novel method to study protein-protein interactions in membranes combining fluorescence resonance energy transfer (FRET) spectrometry with molecular dynamics (MD) simulation. FRET is based on dipole-dipole interactions between chromophores [17]. By using a FRET technique, one can obtain distances of molecules in the range of 1-10 nm, and therefore it can be used not only for membrane protein structure determinations, but also for the study of protein-protein interactions [4, 18-21]. The present work aims at developing a new method for a determination of binding interfaces between protomers within an oligomer of membrane proteins by combining experimental data
obtained from FRET spectrometry with data from MD simulations.

Fluorescence is spontaneous emission of photons observed from a wide variety of substances following excitation with light of shorter wavelength. Fluorescence spectroscopy and time-resolved fluorescence are considered to be primary research tools in biochemistry and biophysics [17]. In next section, an introduction to a green fluorescent protein, which is a major fluorescent protein used in FRET spectroscopy, is described.

1.3 Structure and photophysical properties of the Green Fluorescent Protein

1.3.1 Green fluorescent protein (GFP) structure

There has been a remarkable growth in the use of fluorescence in the biological sciences. Today, thousands of fluorescent probes are known [17]. Each one of them has characteristic spectral properties, and thus, a choice of fluorescent probes to use depends on what to be focused on in experiments.

The first fluorescent protein was purified and characterized by Shimomura et al. [22] from the bioluminescent jellyfish *Aequorea victoria*. The bioluminescence from *Aequorea victoria* is green while that of the primary photoprotein aqueorin is blue. Shimomura and his colleagues found that it was due to closely associated green fluorescent proteins (GFPs). GFP consists of 239 amino acid residues and a molecular
mass of 26.9 kDa, and is barrel-shaped with a size of about 2.7nm x 2.7nm x 4.2nm. The chromophore is centered in the barrel of β-sheet protein (Figure 1.10). Because it is highly stable and can easily be localized in cells, it is commonly used as a marker of gene expression. The remarkable feature of the GFP is that the chromophore is spontaneously formed without the need for enzymatic synthesis [23, 24]. This fact makes it possible to express the gene for GFP into cells, and to obtain proteins which are synthesized with attached GFP [25-27].

Figure 1.10  The wild-type GFP structure. The α-helices are shown in red, the β-strands are shown in green, and the chromophore is shown as a ball-and-stick model. Figure reproduced from [28]. Copyright © by the National Academy of Sciences.
### 1.3.2 Photophysical properties of GFP

GFP can be detected at very low concentrations by confocal microscopy. The wild-type GFP has a major excitation peak ($\lambda_{\text{ex}}$) at 395 nm and a minor peak at 475 nm. In normal solution, excitation at 395 nm gives an emission maximum ($\lambda_{\text{em}}$) at 504 nm [25]. But its fluorescence is very weak. In addition, there are some unfavorable properties such as self-association, photobleaching. Hence, mutants with improved spectral properties have been searched, and many of mutant GFPs with different emission wavelengths and improved quantum yields have been produced by introducing mutations into the amino-acid sequence. As a result, a large number of fluorescent proteins are now available with emission maxima ranging from approximately 420 to 700 nm. These mutated fluorescent proteins make it possible to use multicolor tagging in energy transfer experiments. Many variants of GFP such as green fluorescent protein 2 (GFP2) [29], yellow fluorescent protein (YFP) [25], cyan fluorescent protein (CFP) [25], Venus [30] etc., are available and are used in combination in FRET studies. Table 1.1 is a list of photophysical properties of several GFP mutants, showing the excitation- and emission-wavelengths, the capacity for light absorption (extinction coefficient, $\varepsilon$), the number of fluorescence photons emitted

<table>
<thead>
<tr>
<th>FP</th>
<th>$\lambda_{\text{ex}}$</th>
<th>$\lambda_{\text{em}}$</th>
<th>$\varepsilon$</th>
<th>QY</th>
<th>Brightness$^3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GFP (wt)$^1$</td>
<td>395</td>
<td>504</td>
<td>25,000</td>
<td>0.79</td>
<td>19.8</td>
</tr>
<tr>
<td>YFP$^1$</td>
<td>514</td>
<td>527</td>
<td>83,400</td>
<td>0.61</td>
<td>50.9</td>
</tr>
<tr>
<td>CFP$^1$</td>
<td>434</td>
<td>476</td>
<td>32,500</td>
<td>0.40</td>
<td>13.0</td>
</tr>
<tr>
<td>Venus$^2$</td>
<td>515</td>
<td>528</td>
<td>92,200</td>
<td>0.57</td>
<td>52.5</td>
</tr>
</tbody>
</table>

$^1$ Data are taken from [25] and [30]. $^3$ Brightness is calculated by ($\varepsilon \times \text{QY}$)/1000.
per excitation photon absorbed (quantum yield, QY), and brightness calculated as a product of the extinction coefficient and the quantum yield divided by 1000.

1.3.3 Transition dipole moment

Each chromophore in a fluorescent protein has specific absorption and emission transition dipole moments within its molecular framework. When a chromophore absorbs an incident photon, the excitation occurs due to an interaction between the oscillating electric field of the incoming light and the absorption transition dipole moment associated with the change in electronic state of the fluorophore molecular orbitals. Chromophores preferentially absorb those photons that have an electric field vector aligned parallel to the absorption transition dipole moment of the chromophores. The direction of the emission transition dipole moment also defines a plane in which fluorescent emission occurs.

Although a wide variety of fluorescent proteins are currently used in many biological studies, experimental determination of transition dipole moments requires considerable effort and is currently limited to a few fluorescent protein variants. The transition dipole moment of GFP was determined by Rosell and Boxer, by measuring polarized absorption spectra of orthorhombic crystals of wild-type green fluorescent protein [31]. Ansbacher, et al. [32] suggested excitation (absorption) transition dipole moments of commonly used fluorescent proteins by quantum mechanical computation based on the time-dependent density functional theory, where the
direction of transition dipole moment is described by the angle $\omega$ with respect to the imidazolidinone carbonyl bond and is drawn as originating from the carbon, assuming the dipole moment vector always lies in the fluorophore plane (Figure 1.11). The orientations of transition dipole moment they calculated for representative fluorescent proteins are listed in Table 1.2.

In this study, we used the transition dipole moments suggested by Ansbacher, et al. [32] and assumed that the excitation transition dipole moments were also good estimates of the emission transition dipole moments since the absorption and emission transition dipole moments of GFP are known to be nearly identical [31].

Figure 1.11  Transition dipole moment orientation. The orientation is shown in a plane of chromophore of GFP by an arrow making the angle $\omega$ with respect to the imidazolidinone carbonyl bond.

<table>
<thead>
<tr>
<th>FP</th>
<th>$\omega$(degrees)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GFP</td>
<td>74</td>
</tr>
<tr>
<td>YFP</td>
<td>73</td>
</tr>
<tr>
<td>CFP</td>
<td>76</td>
</tr>
<tr>
<td>BFP</td>
<td>80</td>
</tr>
</tbody>
</table>

Table 1.2  Orientation of transition dipole moment of representative fluorescent proteins. Data are taken from [32].
References:


Chapter 2. Theoretical aspects of fluorescence resonance energy transfer (FRET)

It is known that when an excited fluorescent chromophore (called a donor, D) is situated within a short distance (~1-10 nm) to another fluorescent chromophore (an acceptor, A), non-radiative energy transfer from the donor to the acceptor may occur, which is known as fluorescence resonance energy transfer (FRET). This phenomenon was first measured by Cario and Franck in 1922 [1-3]. Later in 1948, Förster theorized the energy transfer as a dipole-dipole interaction between transition dipole moments of a donor and an acceptor using quantum mechanics [4]. Since FRET occurs only within a short distance (~10 nm), which is even an order of magnitude less than the limit of optical resolution (~200 nm), it is used as a spectroscopic ruler for measurements of intermolecular and intramolecular distances in the study of dynamics and interactions of molecules in biological systems. In this chapter, the theory of FRET and its derivation along historical background are described, and then practical applications of FRET in biological field are explained.

2.1 Fluorescence

2.1.1 General mechanism of fluorescence in a molecule

When an electron of a fluorophore, which is initially at the singlet ground state, $S_0$, absorbs an incident photon, it jumps up to one of the excited singlet states, $S_1$, or to an even higher energy level, $S_2$ (Figure 2.1). The absorption of a photon occurs at an extremely fast process, (~$10^{-15}$ seconds). After the excitation, the
electron loses its energy from $S_2$ to $S_1$ through a relaxation process called internal conversion (IC), or from a higher vibrational energy level to the lowest energy level within $S_1$ through the thermal relaxation. The time interval of these processes is $10^{-14} - 10^{-11}$ seconds. After it reaches the lowest vibrational energy level of $S_1$, the electron dissipates its energy through several pathways to return to the ground state, $S_0$. The usual lifetime of an electron in $S_1$ state is typically near $10^{-8}$ seconds, thus, the process of de-excitation to $S_0$ state takes place after the completion of internal conversion and vibrational relaxation. The process of de-excitation to $S_0$ through an emission of a red-shifted photon is called fluorescence. A rate constant of fluorescence is denoted by $\Gamma^r$ in Figure 2.1. The electron also goes down to the ground state through a non-radiative pathway, converting all its energy into heat, with a rate constant $\Gamma^{nr}$. The lifetime of a fluorophore, $\tau$, depends on both radiative and non-radiative de-excitations, which can be written as:

$$\tau = \frac{1}{\Gamma^r + \Gamma^{nr}} \quad (2.1)$$

while the natural lifetime in the absence of non-radiative decay, $\tau_n$, only depends on the radiative process:

$$\tau_n = \frac{1}{\Gamma^r} \quad (2.2)$$

where $\Gamma^r, \Gamma^{nr}$ are the rate constants of the radiative and non-radiative de-excitations. Because fluorescence lifetimes are typically of the order of 10 ns, measurements of time-resolved fluorescence require highly sophisticated optics and electronics.
The emission efficiency of a fluorophore known as quantum yield \( Q \) is defined as the ratio of the number of photons emitted to the number of photons absorbed, which can be expressed as:

\[
Q = \frac{\Gamma^r}{\Gamma^r + \Gamma^{nr}}.
\]  

The electron transitions described above are all between singlet states, so spins are conserved during the processes.

Figure 2.1 Jablonski diagram showing electronic transitions between energy levels in a fluorescent molecule. Black solid lines represent singlet (S) and triplet (T) energy levels. Absorption, radiative emission and non-radiative decay are shown by solid blue, solid green, and dashed green lines, respectively. Vibrational relaxation is shown by a dashed orange line. Internal conversion (IC) and intersystem crossing (ISC) are shown by dashed black and solid brown lines, respectively. \( \Gamma^r \) and \( \Gamma^{nr} \) are rate constants of fluorescence and non-radiative decay.
Another luminescence called phosphorescence may occur due to a transition from the first singlet excited state, \( S_1 \), to the first triplet excited state, \( T_1 \). This process is known as intersystem crossing (ISC). Since it requires spin conversion, it is less probable than the singlet-singlet process. Once the electron jumps to the \( T_1 \) state, it undergoes internal conversion to the lowest vibrational energy level of \( T_1 \). Similar to the fluorescence process, the electron returns to \( S_0 \) by emitting a photon. This emission of a photon through a transition from \( T_1 \) to \( S_0 \) is called phosphorescence. Since the electron in the triplet state \( T_1 \) has the same spin orientation as the ground-state electron, a transition from \( T_1 \) to \( S_0 \) is unfavorable and the emission rate of phosphorescence is small: the lifetime of phosphorescence is long compared to fluorescence, typically in the range from milliseconds to seconds. Phosphorescence is normally not observed in solutions due to other possible de-excitation pathways such as non-radiative decay and quenching processes [5].

Fluorescence spectral data are generally presented as emission spectra. An emission spectrum is plotted with the fluorescence intensity on the vertical axis and wavelength or wavenumber on the horizontal axis. The emission spectrum varies depending on the chemical structure of the fluorophore and the solvent in which it is dissolved.

### 2.1.2 Fluorescence decay

To understand the meaning of the lifetime of a fluorophore in Eq. (2.1), let us
assume that there is a sample containing fluorophores, and a fraction of them, $n_0$, is excited with an infinitely sharp pulse of light at time $t = 0$. Then, the population in the excited state decays according to

$$\frac{dn(t)}{dt} = -(\Gamma^r + \Gamma^{nr})n(t)\quad (2.4)$$

where $n(t)$ is the number of excited molecules at time $t$, and $\Gamma^r, \Gamma^{nr}$ are the radiative and non-radiative decay rates, respectively. This results in an exponential decay of the excited state population:

$$n(t) = n_0 e^{-t/\tau}\quad (2.5)$$

where $\tau = (\Gamma^r + \Gamma^{nr})^{-1}$ is the fluorescent lifetime of the fluorophore. In a fluorescent experiment, the number of excited molecules are not observed, but rather fluorescence intensity is measured, which is proportional to $n(t)$. Thus, the time-dependent fluorescence intensity, $I(t)$, can also be expressed in the same manner:

$$I(t) = I_0 e^{-t/\tau}\quad (2.6)$$

Here $I_0$ is the intensity at time $t = 0$.

If a sample shows a single decay time, it is easy to conduct an analysis of fluorescent decay using the equation mentioned above of a single exponential function of fluorescence decay. However, in reality, many samples display more than one decay time, which makes a situation more complex; the fluorescence decay is non-exponential and Eq. (2.6) does not fit well. In this case, most commonly, a multi-exponential model is used for fitting and analysis:
\[ I(t) = \sum_{i=1}^{n} \alpha_i \exp(-t/\tau_i), \quad (2.7) \]

where \( \alpha_i \) that satisfy \( \sum_i \alpha_i = 1 \) are called pre-exponential factors representing amplitudes of the components at \( t = 0 \), \( \tau_i \) are the decay times, and \( n \) is the number of decay times. The meaning of the parameters, \( \alpha_i \) and \( \tau_i \), depends on the system being studied.

The origin of multiple decay times varies. The most obvious example is a mixture of fluorophores where each fluorophore decays with a different decay time \( \tau_i \). For instance, suppose there is a protein that contains two tryptophan residues: one is inside the protein structure, and the other is on the surface. If a collisional quencher is added, only the exposed tryptophan is accessible to quenching, resulting in the reduced lifetime of the residue. Hence, the total intensity decay of this protein can be written as a double exponential:

\[ I(t) = \alpha_1 e^{-t/\tau} + \alpha_2 e^{-t/(\tau-\delta)} \quad (2.8) \]

where \( \delta \) represents the decrease in lifetime due to quenching, and \( \alpha_1, \alpha_2 \) are the fractional amounts of fluorophore in the environment: in this case, \( \alpha_1 = \alpha_2 = 0.5 \).

There are many situations where one observes a distribution of fluorescent lifetimes instead of discrete decay times. Such behavior may be expected, for instance, for a fluorophore in a mixture of solvents, i.e., surrounded by various environments. In this case, the intensity decays are typically analyzed in terms of a lifetime...
distribution by replacing \( \alpha_i \) values in Eq. (2.7) with distribution functions \( \alpha(\tau) \) [5]:

\[
I(\tau, t) = \alpha(\tau) e^{-t/\tau}.
\] (2.9)

The total decay law is the sum of the individual decays:

\[
I(t) = \int_{\tau=0}^{\infty} \alpha(\tau) e^{-t/\tau} d\tau
\] (2.10)

where \( \int \alpha(\tau)d\tau = 1 \).

The stretched exponential function is also used for the distribution of decay times, which is written as

\[
I(t) = I_0 \exp\left[-\left(t/\tau\right)^\beta\right].
\] (2.11)

This is similar to the lifetime distribution, and can be obtained assuming a time dependence of fluorescence lifetimes [6].

### 2.2 Elementary theory of FRET

#### 2.2.1 Quantum yields and lifetimes of a donor and an acceptor

As we have seen in Eq. (2.3), a quantum yield is a ratio of the number of emitted photons to the number of absorbed photons at excitation, which end up being de-excited. When a molecule is isolated and does not interact with another molecule, the absorbed photons are de-excited either by the radiative or non-radiative process. The quantum yields of a donor, \( Q^D \), and an acceptor, \( Q^A \), can be written as:

\[
Q^D = \frac{\Gamma^D}{\Gamma^D + \Gamma^{nr,D}}
\] (2.12)
\[ Q^A = \frac{\Gamma^{r,A}}{\Gamma^{r,A} + \Gamma^{nr,A}} \]  

(2.13)

where \( \Gamma^r \) and \( \Gamma^{nr} \) are the radiative and non-radiative rate constants for de-excitation of the donor and acceptor. The sum of \( \Gamma^r \) and \( \Gamma^{nr} \) is in inverse proportion to the lifetime in the excited states of an isolated donor and acceptor:

\[ \tau_D = \frac{1}{\Gamma^{r,D} + \Gamma^{nr,D}} \]  

(2.14)

\[ \tau_A = \frac{1}{\Gamma^{r,A} + \Gamma^{nr,A}}. \]  

(2.15)

The transfer rate of FRET needs to be taken into account when a donor and an acceptor are in close proximity for FRET to occur. FRET adds another pathway for de-excitation of the donor (Figure 2.2). Thus, the quantum yield and lifetime of the donor need to be modified in the presence of an acceptor:

\[ Q^{DA} = \frac{\Gamma^{r,D}}{\Gamma^{r,D} + \Gamma^{nr,D} + \Gamma^{FRET}} \]  

(2.16)

\[ \tau_{DA} = \frac{1}{\Gamma^{r,D} + \Gamma^{nr,D} + \Gamma^{FRET}}. \]  

(2.17)

where \( \Gamma^{FRET} \) is the rate constant of the energy transfer, and superscript/subscript DA describes the presence of the acceptor. Due to an additional pathway for de-excitation, the quantum yield and the lifetime decrease compared to those in the absence of an acceptor.
2.2.2 Förster rate of energy transfer and FRET efficiency of a pure D-A pair

According to the expression derived by Förster, the rate of energy transfer, $\Gamma^{\text{FRET}}$, for a single donor-acceptor pair at a fixed distance can be written as:

$$\Gamma^{\text{FRET}} = \frac{1}{\tau_D} \left( \frac{R_0}{r} \right)^6$$  \hspace{1cm} (2.18)

where $\tau_D = (\Gamma^{r,D} + \Gamma^{nr,D})^{-1}$ is the lifetime of the donor in the absence of energy
transfer, \( r \) is the distance between the donor and acceptor, and \( R_0 \) is the so-called Förster distance at which the transfer efficiency becomes fifty percent.

The efficiency of energy transfer can be defined as the proportion of photons dissipated by the excited donor through FRET. In terms of the rate of energy transfer, the efficiency is the ratio of the transfer rate to the total decay rate of the donor in the presence of an acceptor, given by:

\[
E = \frac{\Gamma_\text{FRET}}{\Gamma_{r,D} + \Gamma_{nr,D} + \Gamma_\text{FRET}}. \tag{2.19}
\]

By substituting Eq. (2.14), Eq. (2.17), and Eq.(2.18) into Eq.(2.19), one can obtain FRET efficiency in terms of lifetimes of the donor or the distance between the donor and acceptor, and the Förster distance:

\[
E = 1 - \frac{\tau_{DA}}{\tau_D} = \frac{R_0^6}{R_0^6 + r^6}. \tag{2.20}
\]

As seen in Eq. (2.12), FRET efficiency easily decreases as the separation of the donor and acceptor increases. Förster distances are typically in the range of 1.5 to 6 nm, which is comparable to the size of many proteins and to the thickness of membranes. Thus, FRET can be used for measurements of protein associations and distances (see section 2.6). Eq. (2.12) indicates that one can detect FRET by measuring fluorescence lifetimes, and also can estimate the distance between a donor and an acceptor from the FRET efficiency. When the distance \( r \) equals Förster distance \( R_0 \), the FRET efficiency becomes fifty percent where \( \tau_{DA} \) is half of \( \tau_D \).
As explained above, it is possible to estimate the distance between two molecules once FRET efficiency is known. However, the determination of the absolute distance between two molecules using FRET is problematic due to experimental difficulties. One of reasons for that is a dependence of FRET efficiency on the relative orientations of oscillating transition dipole moments of the donor and acceptor. It is not possible to determine the exact distance between two chromophores unless their dipole orientations are exactly known; however, they cannot be determined experimentally. Thus, it is often the case that probes are assumed to be mobile as well as protein side-chains to which they are attached, and dipole moments change their orientations so rapidly, compared to the lifetimes of probes, that they cover entire directions. Hence, an isotropic average value is used for the orientation factor for determinations of distances. However, under- or over-estimation of the orientation factor causes approximately up to 35% error in the calculation of distance between the chromophores [5]. One of challenges in this study is to calculate orientation factors using molecular dynamics simulations instead of using the isotropic average.

In the next section, we will take a look at the brief history of FRET and the derivation of the rate constant of the energy transfer performed by Theodor Förster from the quantum physics point of view.
2.3 History and derivation of the Förster energy transfer rate

2.3.1 Historical background

The energy transfer between two atoms or molecules separated further than their physical collisional radii had already been recognized before the practical application of FRET started in the middle of the 20th century. Many theoretical attempts to explain the energy transfer were made several decades before the Förster’s theory, which is accepted as a standard theory of FRET today. At the time the energy transfer was first reported, classical electromagnetics (EM) had been already fully theorized by Maxwell and electromagnetic phenomena had been thoroughly studied, both experimentally and theoretically, by physicists, whereas the new quantum mechanics had just began. Therefore, it is no wonder that the early theoretical attempts of explaining FRET were applications of classical EM theory.

The first recorded measurements of FRET (i.e., observation of the emission of the accepting atoms) over distances greater than collision radii of the atoms in the gas phase were made by Cario and Franck in 1922 [1-3]. They examined emission from a mixture of mercury and thallium vapor after excitation with a wavelength which can be absorbed solely by mercury atoms, and found that the resulting spectra included frequencies that could only be emitted from thallium. They named this fluorescence emission from thallium “sensitized fluorescence” [7]. It was obvious that the energy transfer took place between the mercury and thallium atoms. Sensitized fluorescence was also discovered in many other experiments performed at different
temperatures and densities with vapors of different atoms and molecules around that time. It was proven by further experiments that energy resonance between the sensitizer and the sensitized atoms was required for the sensitized fluorescence, especially by Beutler and Josephy [8, 9], who showed that the smaller the energy difference between the states of the sodium and mercury atoms, the greater the intensity of the sensitized fluorescence. Soon FRET was also being observed in solutions and in other physical systems.

The first theoretical explanation of non-radiative energy transfer in condensed system (solution) was proposed by Jean Perrin [10], a Nobel laureate in physics for his work on Brownian motion. What motivated him to attempt a theoretical interpretation of energy transfer between molecules was the newly discovered fact that a polarization of fluorescence emission from solutions of fluorophores began to decrease rapidly at a critical value of concentration. If the fluorescent molecules act independently of one another, the polarization should be independent of concentration. However, it was shown that the polarization decreased even when distances between the dye molecules were much larger than the distance over which the excited fluorophores could diffuse within their lifetimes [7]. A mechanism of electrical interaction between two dipoles was well understood at this time, thus, J. Perrin tackled this problem with a classical description of oscillating Hertzian dipole (see section 2.3.2). His attempt resulted in a rate of the energy transfer proportional to $1/r^3$, where $r$ is the distance between two participating
molecules. The estimated distance was an order of magnitude higher than experimentally obtained value. Later, his son, Francis Perrin, extended J. Perrins idea and proposed a quantum mechanical explanation of the energy transfer \[11, 12\]. However, the transfer rate was still proportional to the inverse of the third power of the distance between two molecules. This discrepancy can be attributed to the central assumption in their derivations that two fluorophores are in exact resonance, i.e. the spectra of emission and absorption of molecules are infinitely sharp, in order to guarantee an effective interaction. As a matter of fact, collisions between the fluorophores and the solvent molecules, and also the vibrational effect, broaden the emission and absorption spectra of fluorophores. In his later work, F. Perrin, took the collisional effect into account in his theory, which reduced the estimate of the distance between interacting molecules, but still a couple of times larger than experimental values \[7\].

Before F. Perrin proposed his theory, Kallmann and London proposed the first quantum mechanical theory to explain the transfer of energy between atoms at longer distances compared to collisional radii in 1928 \[13\]. Their theory deals with energy transfer in vapors of atoms, which are not in exact resonance but in almost resonance. Their calculation was based on a second order perturbation of the energy of interaction. They showed that the effective cross-section \(q\) of the two interacting atoms is proportional to the inverse of the \(2/3\) power of the energy difference \(\sigma\) between excited states of two interacting atoms, i.e., \(q \propto \sigma^{-2/3}\) \[7\]. They obtained an
efficiency of the energy transfer varying as $1/r^6$ which only differed by a factor of $1/2$ from the standard expression of FRET efficiency in Eq. (2.20). However, their theory is only valid when two molecules are not exactly in resonance. In addition, they did not consider the broadening of spectrum. Later, they derived the case for exact resonance, but found that an estimate of the distance between two fluorophores was far too long.

The theory of Kallmann and London became the basis of the later quantum mechanical theory proposed by F. Perrin for energy transfer in condensed systems, which was further improved and extended by Förster [4]. Förster correctly considered the broadening of emission and absorption spectrum of molecules in solutions and integrated over the spectral overlap to calculate the probability of energy transfer. His theory agrees well with experimentally obtained values. In the following sections, we will take a close look at derivations by Perrin and Förster.

2.3.2 J. Perrin’s classical model of energy transfer with oscillating dipoles

Let us take a look at J. Perrin’s classical interpretation of energy transfer. He considered two identical oscillating Hertzian dipoles to describe energy transfer between a donor and an acceptor. The electric field $\vec{E}_D$ generated by a donor oscillating dipole has the same form as a static dipole. Let $\vec{\mu}_D$, $\vec{\mu}_A$ be a donor (D) and an acceptor (A) dipole moments respectively, and $\vec{R}$ be a separation vector pointing
from $\mu_D$ to $\mu_A$ (Figure 2.3). Then, according to the classical EM theory, $\vec{E}_D$ can be expressed as:

$$\vec{E}_D = \frac{1}{n^2 R^3} (3(\vec{\mu}_D \cdot \hat{R})\hat{R} - \vec{\mu}_D)$$

where $n$ is the refractive index of medium, and $\hat{R} = \vec{R}/|\vec{R}|$ is the unit vector along $\vec{R}$. The hat $\hat{}$ indicates a unit vector in the remainder of this section.

If an acceptor dipole $\vec{\mu}_A$ is placed in $\vec{E}_D$ field, the interaction energy, $E_{\text{int}}$, is

$$E_{\text{int}} = -\vec{\mu}_A \cdot \vec{E}_D = \frac{1}{n^2 R^3} \left(\vec{\mu}_D \cdot \vec{\mu}_A - 3(\vec{\mu}_D \cdot \hat{R})(\vec{\mu}_A \cdot \hat{R})\right).$$

(2.22)

For identical dipoles, $|\vec{\mu}_D| = |\vec{\mu}_A| = \mu$; thus,

$$E_{\text{int}} = \frac{\kappa \mu^2}{n^2 R^3}$$

(2.23)

where $\kappa = [\vec{\mu}_D \cdot \vec{\mu}_A - 3(\vec{\mu}_D \cdot \hat{R})(\vec{\mu}_A \cdot \hat{R})]$ is the orientation factor. By using Planck’s old quantum theory, Eq. (2.23) can be written in terms of the angular frequency, and
hence the time period of oscillation:

\[ E_{\text{int}} = \frac{\kappa \mu^2}{n^2 R^3} = \hbar \omega_{\text{int}} \frac{\hbar}{\tau_{\text{int}}} \]  

(2.24)

where \( h \) is the reduced Planck constant. Then, the time period and a rate of transfer are:

\[ \tau_{\text{int}} = \frac{n^2 R^3}{\hbar \kappa \mu^2} \]  

(2.25)

\[ \Gamma = \frac{1}{\tau_{\text{int}}} = \frac{\kappa \mu^2}{\hbar n^2 R^3}. \]  

(2.26)

According to the theory of a Hertzian oscillating dipole, a time constant for a radiation from an isolated quantized Hertzian dipole is written as [14]:

\[ \tau_{\text{rad}} = \frac{3h c^3}{\omega^3 \mu^2} \]  

(2.27)

where \( c \) is the speed of light, and \( \omega \) is the angular frequency of oscillation of the dipole.

By equating Eq. (2.25) and (2.27), we obtain the expression of the distance \( R_0 \) at which the natural decay time of Hertzian oscillator is equal to the time period of the energy transfer:

\[ R_0^3 = \frac{3 \kappa c^3}{n^2 \omega^3} = \frac{3 \kappa}{n^2 (2\pi)^3} \lambda^3 \approx 0.01 \lambda^3 \]  

(2.28)

where \( c = v \lambda = \omega \lambda / 2\pi \) is used. This is roughly \( R_0 \approx 0.2 \lambda \), which means that the half of the energy of the donor dipole would non-radiatively transfer to the acceptor dipole at a distance equal to that of one-fifth of the wavelength radiating from the oscillating
donor dipole. \( R_0 \) would be about 100 nm for visible light wavelength, which is far too long compared to known distances, \(~10\) nm, for energy transfer to take place.

2.3.3 Förster’s quantum mechanical theory of FRET

After the earlier works done by J. Perrin and F. Perrin, which did not consider the broadening of emission and absorption spectrum, Förster correctly took into account broadened spectra and overlapping frequencies of excited donor and acceptor molecules in the ground state. It had been shown in the quantum mechanical theory of spectroscopic transitions that the effect of broadened energy distributions had to be taken into account when calculating a rate of a kinetic process between two quantum states [15]. This leads to the famous Fermi Golden Rule, which quantitatively relates the rate of transition between quantized states of a system which is perturbed by an oscillating electromagnetic field. By using the quantum theory, Förster derived quantitatively the correct expression of the probability that energy differences between the excited and ground states of the donor and acceptor molecules would be simultaneously nearly identical in order to transfer the energy [7].

For simplicity, let us first consider that only two electrons are involved in an energy transition between a donor (D) and an acceptor (A). When one electron is on D and the other on A, the antisymmetrized electronic wavefunctions for the initial state \( \phi_i \) in which only the donor is excited, and the final state \( \phi_f \) in which only the
acceptor is excited can be expressed as follows [16]:

$$\phi_i = \frac{1}{\sqrt{2}} (\phi_D(1)\phi_A(2) - \phi_D(2)\phi_A(1)),$$

(2.29)

$$\phi_f = \frac{1}{\sqrt{2}} (\phi_D(1)\phi_A(2) - \phi_D(2)\phi_A(1))$$

where wavefunctions of the electrons of the donor and acceptor are marked by D and A, respectively. The numbers 1 and 2 refer to the electrons, and the asterisk denotes the excited state.

The interaction matrix element describing the coupling between the initial and final states can be written as:

$$U = \langle \phi_f | V_{int} | \phi_i \rangle$$

(2.30)

where $V_{int}$ is the perturbation part of the total Hamiltonian, $\mathcal{H}$, of the system

$$\mathcal{H} = \mathcal{H}_D + \mathcal{H}_A + V_{int}$$

(2.31)

where $\mathcal{H}_D, \mathcal{H}_A$ are the unperturbed Hamiltonians of the donor and the acceptor.

The interaction given by Eq. (2.30) can be written as a sum of two components:

$$U = \langle \phi_D(1)\phi_A(2) | V_{int} | \phi_D(1)\phi_A(2) \rangle - \langle \phi_D(2)\phi_A(1) | V_{int} | \phi_D(1)\phi_A(2) \rangle$$

$$= U_c - U_{ex}.$$

(2.32)

The first term $U_c$ is called the Coulombic term in which the initially excited electron on D returns to the ground state while the electron on A is simultaneously promoted to the excited state. The second term $U_{ex}$ is called the exchange term in which two electrons on D and A are physically exchanged. This exchange interaction is a
quantum mechanical effect due to the symmetric properties of wavefunctions, which expresses the interaction between the electron clouds. For an electron exchange to occur, overlap of the electron clouds and thus the physical contact of the donor and acceptor are required. Since the electron density decays exponentially outside a molecule, the contribution of the electron exchange is taken into account only at short distances, which is not the case of FRET in this study. Hence, here only Coulombic interaction is considered.

Now, let us generalize the expressions of the initial and final states:

\[ \Psi_i = \Psi_{D^*A}(E_D, E_A) = \phi_D^* \phi_A \chi_D(E_D^*) \chi_A(E_A) \], \hspace{1cm} (2.33)
\[ \Psi_f = \Psi_{DA^*}(E_D, E_A^*) = \phi_D^* \phi_A \chi_D(E_D^* - E) \chi_A^*(E_A + E) \]. \hspace{1cm} (2.34)

Here, the Born-Oppenheimer approximation of separation of electronic, \( \phi \), and nucleic vibrational, \( \chi \), components is used (see section 3.1.1). \( E_D, E_A \) are the energies of the donor and acceptor, respectively. Because of the conservation of energy, the energy lost by the donor due to de-excitation is equal to the energy gained by the acceptor for its excitation. Thus, the following expression is used:

\[ E = \frac{1}{2} [E_D^* - E + E_A^* - E_A] \]. \hspace{1cm} (2.35)

By using Eq. (2.33) and (2.34), the Coulombic term, \( U_c \), in Eq. (2.32) can be written as:

\[ U_c = \langle \phi_D^* \phi_A | V_{int} | \phi_D^* \phi_A \rangle \langle \chi_D(E_D^* - E) \chi_D^*(E_D^*) | \chi_A^*(E_A + E) \chi_A(E_A) \rangle \]
\[ = W S_D(E_D^*, E_D^* - E) S_A(E_A, E_A + E) \] \hspace{1cm} (2.36)
where \( W = \langle \phi_D \phi_A^* | V_{\text{int}} | \phi_D^* \phi_A \rangle \) is the electronic interaction matrix, and \( S_j(E_1, E_2) = \langle \chi_j(E_2) | \chi_j(E_1) \rangle \) are the vibrational overlap integral, the so-called Franck-Condon factor.

The electronic interaction term \( W \) can be expanded as multipole-multipole series, but it is generally approximated by the dipole-dipole interactions between the transition dipole moments, which are defined as:

\[
\tilde{\mu} = -e \sum_k \langle \phi_f | \vec{r}_k | \phi_i \rangle
\]

where \( |\phi_i\rangle, |\phi_f\rangle \) are the ground and excited states of electrons, and \( \vec{r}_k \) are the position vectors of the electrons. Then, by using the transition dipole moments of the donor and the acceptor, \( \tilde{\mu}_D \) and \( \tilde{\mu}_A \), of the transitions \( D \rightarrow D^* \) and \( A \rightarrow A^* \), the dipole-dipole approximation of the interaction term, \( W_{dd} \), can be written in the same way as Eq. (2.22):

\[
W_{dd} = \frac{1}{n^2} \left[ \frac{\tilde{\mu}_D \cdot \tilde{\mu}_A}{r^3} - 3 \frac{(\tilde{\mu}_D \cdot \vec{r})(\tilde{\mu}_A \cdot \vec{r})}{r^5} \right] = \frac{\kappa \mu_D \mu_A}{n^2 r^3}
\]

where \( \vec{r} \) is a vector from the donor dipole to the acceptor dipole, \( r = |\vec{r}| \) and \( \mu_j = |\tilde{\mu}_j| \) are norms of \( \vec{r} \) and the transition dipole moment, \( n \) is the refractive index of medium, and

\[
\kappa = [\tilde{\mu}_D \cdot \tilde{\mu}_A - 3(\tilde{\mu}_D \cdot \vec{r})(\tilde{\mu}_A \cdot \vec{r})] = (\cos \theta_{DA} - 3 \cos \theta_D \cos \theta_A)
\]

is the orientation factor. \( \theta_{DA} \) is the angle between the dipole moments, and \( \theta_D, \theta_A \) are the angles between the vector \( \vec{r} \) and the transition dipole moments of the donor and acceptor, \( \tilde{\mu}_D \) and \( \tilde{\mu}_A \), respectively. One needs to keep in mind that the dipole-
dipole approximation is valid only for the point dipoles, i.e. when the donor-acceptor distance is much larger than the molecule dimensions. In the case of short distances or large dipole moments, the Coulombic term should also include monopole-monopole and higher multipole terms.

According to the time-dependent perturbation theory, the transition probability from $\Psi_{D^*A}(E_D^*,E_A)$ to $\Psi_{DA^*}(E_D,E_A^*)$ for a large interaction time, that is, for a very weak coupling, can be written as [17]:

$$P(D^*A \rightarrow DA^*) \approx \frac{\pi t}{\hbar^2} \iint U_C^2(E_D,E_A^*) \lim_{t \to \infty} \sin^2 \left[ \frac{\Delta Et}{2\hbar} \right] dE_D dE_A^*$$

(2.40)

where $\Delta E = E_A^* + E_D - E_A - E_D^*$. Using the Dirac delta function defined as:

$$\delta(x) = \lim_{t \to \infty} \frac{\sin^2 [tx]}{\pi t x^2}.$$  

(2.41)

Eq. (2.40) becomes

$$P(D^*A \rightarrow DA^*) \approx \frac{\pi t}{\hbar^2} \iint U_C^2(E_D,E_A^*) \delta \left( \frac{\Delta E}{2\hbar} \right) dE_D dE_A^*$$

(2.42)

$$= \frac{2\pi t}{\hbar} \iint U_C^2(E_D,E_A^*) \delta(\Delta E) dE_D dE_A^*.$$

Now,

$$dEd(\Delta E) = \frac{\partial(E,\Delta E)}{\partial(E_D,E_A^*)} dE_D dE_A^* = \left| \begin{array}{ll} \frac{\partial E}{\partial E_D} & \frac{\partial E}{\partial E_A^*} \\ \frac{\partial(\Delta E)}{\partial E_D} & \frac{\partial(\Delta E)}{\partial E_A^*} \end{array} \right| dE_D dE_A^*$$

(2.43)

$$= \left| \begin{array}{ll} - \frac{1}{2} & 1 \\ 1 & - \frac{1}{2} \end{array} \right| dE_D dE_A^* = dE_D dE_A^* ,$$

thus,
\[ P(D^*A \rightarrow DA^*) \cong \frac{2\pi t}{\hbar} \int U^2_E(E, \Delta E) \delta(\Delta E) dEd(\Delta E) \]

By substituting Eq. (2.36) in conjunction with Eq. (2.38), the above transition probability can be expressed as:

\[ P(D^*A \rightarrow DA^*) = \frac{2\pi t \kappa^2 \mu_D^2 \mu_A^2}{n^4 \tau^6} \int S^2_D(E_D^*, E_D^* - E) S^2_A(E_A, E_A + E) dE . \]  

Then, the rate of transition per unit time, known as Fermi’s Golden Rule, can be written as:

\[ \Gamma^{FRET} = \frac{2\pi \kappa^2 \mu_D^2 \mu_A^2}{\hbar n^4 \tau^6} \int S^2_D(E_D^*, E_D^* - E) S^2_A(E_A, E_A + E) dE \]

\[ = \frac{\kappa^2 \mu_D^2 \mu_A^2}{n^4 \tau^6 \hbar^2} \int S^2_D(E_D^*, E_D^* - E) S^2_A(E_A, E_A + E) d\nu , \]

where the transition energy is replaced by the transition frequency, i.e., \( \nu = \frac{E}{2\pi \hbar} \).

This is the expression for energy transition from donors having the energy \( E_D^* \) to acceptors having the energy \( E_A \).

Considering thermal equilibrium of the molecules, the total energy transfer can be obtained by introducing the Boltzmann factor:

\[ g(E) = \frac{1}{k_B T} \exp \left( -\frac{E}{k_B T} \right) , \text{ such that } \int g(E) dE = 1 \]

where \( k_B \) is the Boltzmann constant, and subsequent integration over all energies. Then, the total transfer rate is given by:
\[ \Gamma^{FRET} = \frac{\kappa^2}{n^4 r^6 \hbar^2} \left[ \mu_D^2 \int g(E_D^*) S_D^2(E_D^*, E_D - E) dE_D \right] \cdot \left[ \mu_A^2 \int g(E_A^*) S_A^2(E_A^*, E_A + E) dE_A \right] d\nu. \] (2.48)

Assuming interactions between transition dipole moments of molecules and quantized energies in spontaneous de-excitation and stimulated excitations, one can relate Einstein’s A and B coefficients to the transition dipole moments of donors and acceptors, and Franck-Condon factors [18]. Consequently, the normalized fluorescence emission spectrum of donors, \( f_D(\nu) \), and absorption spectrum of acceptors, \( \varepsilon_A(\nu) \), can be written as:

\[ f_D(\nu) = \frac{2^5 n \tau_n \pi^3 \nu^3 \mu_D^2}{3 c^3 \hbar} \int g(E_D^*) S_D^2(E_D^*, E_D - E) dE_D, \] (2.49)

\[ \varepsilon_A(\nu) = \frac{2^2 \pi^2 \nu^2 \mu_A^2 N_A}{3000 \ln(10) \hbar n c} \int g(E_A^*) S_A^2(E_A^*, E_A + E) dE_A \] (2.50)

where \( \tau_n \) is the natural decay time of a donor (Eq. (2.2)), and \( N_A \) is the Avogadro’s number.

Substituting Eq. (2.49) and Eq.(2.50) into Eq. (2.48) yields

\[ \Gamma^{FRET} = \frac{9000 \kappa^2 \ln(10) c^4}{128 \pi^5 n^4 \tau_n r^6} \int f_D(\nu) \varepsilon_A(\nu) \frac{d\nu}{\nu^4}. \] (2.51)

By introducing the spectral overlap integral defined as:

\[ J = \int f_D(\nu) \varepsilon_A(\nu) \frac{d\nu}{\nu^4}, \] (2.52)

which is the measure of spectral overlap between donor emission spectrum and
accep tor excitation spectrum, and considering the relation, \( \tau_n = \tau_D/Q_D \), between the natural decay time, and the quantum yield and lifetime of a donor in Eq. (2.12) and Eq. (2.14) which are measurable in experiments, the rate of energy transfer is expressed as:

\[
\Gamma_{\text{FRET}} = \frac{9000 \kappa^2 Q_D \ln(10) c^4 J}{128 \pi^5 n^4 N_A \tau_D r^6}.
\]  

(2.53)

Defining

\[
R_0^6 = \frac{9000 \kappa^2 Q_D \ln(10) c^4 J}{128 \pi^5 n^4 N_A},
\]

(2.54)

finally, Förster derived the following expression for the rate constant of energy transfer as a result of transition-dipole – transition-dipole interaction:

\[
\Gamma_{\text{FRET}} = \frac{1}{\tau_D} \left( \frac{R_0}{r} \right)^6,
\]

(2.55)

where \( r \) is the distance between the donor and the acceptor. Here it is assumed that the distance \( r \) remains unchanged during the lifetime of the donor. \( R_0 \) can be determined from spectroscopic measurements and is called the Förster distance at which the spontaneous decay of the excited donor and the energy transfer to the acceptor are equally likely (\( \Gamma_{\text{FRET}} = \Gamma_r + \Gamma_{nr} \)). Note that the rate constant of dipole-dipole interaction is inversely proportional to the sixth power of distance, thus it falls off dramatically as the donor-acceptor separation increases.

### 2.3.4 Differences between FRET and van der Waals interaction

As one can see the inverse sixth-power distance dependence of FRET in Eq. (2.55) is the same as van der Waals interactions (or London dispersion forces), there
is historically a close connection between theories of FRET and intermolecular interactions. Fritz London applied the idea of induced-dipole–induced-dipole interactions at a distance between atoms and molecules to explain intermolecular van der Waals interactions concurrently with his work on energy transfer [13] (see section 2.3.1). Previous to London’s theory, classical descriptions of dipole-dipole and dipole-induced-dipole interactions had already been proposed to explain intermolecular interactions by Keesom and Debye. The Keesom orientation effect considered the interaction between two permanent molecular dipoles [19]. Debye described induction forces between a permanent molecular dipole, and an induced molecular dipole, which is known as the Debye interaction or the induction interaction [20, 21]. For both interactions derived by Keesom and Debye, the energy varies as the inverse sixth-power of the interatomic distances, as do the London forces.

Although, both van der Waals interactions and FRET are described by interactions between dipoles within atoms or molecules at a distance, there is a couple of major differences between them. One is that van der Waals interactions describe the energy of interaction and FRET the rate of energy exchange. In addition, for van der Waals interactions, interacting atoms are normally in the ground states, while one of the interacting atoms or molecules is in an electronically excited state for FRET. The origin of the inverse sixth-power dependence is also different. London interactions are derived using second order time independent perturbation theory and hence the inverse sixth-power dependence emerges. On the other hand, it
appears in the Förster’s theory as a result of an application of Fermi’s Golden Rule. Fermi's Golden Rule can be applied when the interacting oscillators are dynamically incoherent. This is the reason why Perrin’s treatment of energy transfer was unable to lead the inverse sixth-power dependence but the third-power dependence assuming a coherent interaction of emission and absorption spectra.

2.4 Dependence on the orientation factor $\kappa^2$

The orientation factor takes a minimum value of zero when two dipoles are perpendicular and a maximum value of four when dipoles are collinear. Since there are technical difficulties to measure orientations of transition dipole moments in experiments, $\kappa^2$ is the most ambiguous parameter of Eq. (2.54) [22]. A value of the orientation factor depends on a rapidity of re-orientation of transition dipole moments. If a change in orientations of dipoles is sufficiently fast compared to a donor life time $\tau_D$ that limits a time scale of FRET, a dynamical average of $\kappa^2$ within $\tau_D$ is taken into account. On the other hand, if a change in dipole orientations is slow compared to $\tau_D$, the orientation factor with static orientations of dipole moments needs to be considered. One of the underlying approximations in most of current FRET studies is that the dipole orientations change rapidly and cover an entire isotropic cone. Therefore, an isotropic average of Eq. (2.39), $\langle \kappa^2 \rangle = 2/3$, is commonly used for analyses of experimental data of FRET.
The effect of FRET on donors and acceptors fluorescence

By combining Eq. (2.12) and Eq. (2.16) with Eq. (2.19), we obtain

\[ Q^{DA} = Q^B (1 - E) \]  \hspace{1cm} (2.56)

which clearly shows the decrease of the donor emission due to FRET. This reduction is known as donor quenching. There is no such change in the quantum yield of the acceptor since FRET does not affect de-excitation of the acceptor, rather it affects excitation of the acceptor.

The excitation rate constants of isolated donors, \( \Gamma^{ex,D} \), and acceptors, \( \Gamma^{ex,A} \), are written as follows [23]:

\[ \Gamma^{ex,D} = \frac{I_0(\lambda_{ex})}{(hc N_A)\epsilon^D(\lambda_{ex})} \]  \hspace{1cm} (2.57)

\[ \Gamma^{ex,A} = \frac{I_0(\lambda_{ex})}{(hc N_A)\epsilon^A(\lambda_{ex})} \]  \hspace{1cm} (2.58)

where \( I_0(\lambda_{ex}) \) is the intensity of the incident light, and \( \epsilon(\lambda_{ex}) \) is the absorption cross-section.

In the presence of the donor, the acceptor is excited more often than that in the absence of the donor because of the transferred energy. It can be described as an additional term in the excitation rate of the acceptor:

\[ \Gamma^{ex,AD} = \Gamma^{ex,A} + \Gamma^{ex,D} E \]  \hspace{1cm} (2.59)

where \( \Gamma^{ex,AD} \) is the excitation rate of the acceptor in the presence of the donor. This increase in the excitation rate of acceptors is known as acceptor sensitized emission.
Since the discovery of biological fluorescent molecules, the use of FRET has made it possible to measure structures and dynamics of biological components in living cells, and therefore has exploded in cell biological experiments over the past decade. Its application techniques have been greatly developed, thereby providing numerous benefits to many scientific fields. For the majority of donor-acceptor pairs, the Förster distances, $R_0$, are in the order of a few nanometers; therefore, FRET serves as a sensitive tool for studying a variety of phenomena that produce changes in molecular proximity. The choice of a donor-acceptor pair depends on the type of biological questions and the available instrument for FRET studies. Typical distance that can be measured by FRET is in the range of $\sim 0.5R_0$ to $2R_0$. A FRET pair with a larger $R_0$ accommodates a wider range of measurable distance, thus providing possibilities to determine small-scale changes in distances more effectively. Beyond these distance limits, we can only state that the distances are below $0.5R_0$ or beyond $2R_0$ [5]. An advantage of the use of FRET in biological science is that these small distances match the dimension of many biological molecules, such as the size of proteins, lipids and nucleotides, the distance between two interacting macromolecules or sites on subunit proteins, etc. Thus, FRET is perfectly suitable for biological research, and that is the reason why it is described as a “spectroscopic ruler” to probe intermolecular distances [25, 26]. FRET has influenced and impacted diverse
fields of science, and it is impossible to introduce all of those developments here. A couple of practical applications of FRET are described below to provide a glimpse of how this newly invented technique has expanded possibilities of studying biological systems.

Biosensors of intracellular environment and enzyme activity have been generated taking advantage of distance dependence of FRET. Miyawaki et al., created intracellular sensors for calcium ion concentration [27]. By inserting the calmodulin protein and a calmodulin-binding peptide between either BFP (blue fluorescent protein) and GFP or CFP (cyan fluorescent protein) and YFP (yellow fluorescent protein), they succeeded in generating a sensor that would bring the two fluorescent proteins into close proximity, and thus increase the FRET efficiency, as a function of calcium binding. A number of different biosensors based on FRET have now been used to detect cyclic-AMP (adenosine monophosphate), sugars, protease activity, kinase activity, and more [28-32].

Another major application of FRET is to study the interaction between proteins in living cells. By attaching two fluorescent proteins that can act as an energy transfer pair to two different proteins of interest, it is possible to monitor the spatial and temporal interactions between those proteins in cells by monitoring the FRET efficiency between fluorescent tags [33]. This approach was first used to detect dimerization of the transcription factor (DNA-binding factor) Pit1 in the cell nucleus.
by monitoring FRET efficiency between GFP and BFP in the same cell [34]. It is further applied to the study of membrane proteins. A recent study performed by Patowary et al. using FRET spectrometry with Cerulean and Citrine fluorescent proteins revealed that the M3 muscarinic acetylcholine receptor exits in the form of dimers and tetramers at the plasma membrane [35]. Dye et al. applied a FRET-based flow cytometric analysis of fusion proteins in live yeast cells to study the dimerization of the wild-type and the mutated Tom70p N-terminal transmembrane domain, and showed that flow cytometry combined with FRET is a powerful tool for studying protein-protein interactions in a large number of individual cells [36]. FRET assays have been also widely used to characterize DNA-protein, and lipid-protein interactions [37-40].

In medical science, FRET imaging has been used to investigate the causes along with potential diagnostic tools and treatments for diseases [41-43]. In the Alzheimer's disease study, fluorescence lifetime-based FRET imaging made it possible to detect spatial abnormalities of tau molecules as pathogenic markers in tissue sections [43]. In pharmaceutical research, FRET imaging is used extensively as content screening platforms for compound or drug screening [44-46].

In most studies, FRET efficiency values are obtained as a result of ensemble measurement either of molecular events occurring in each pixel in microscopy or per cell in flow cytometry. Instead of taking an ensemble average in samples, single-
molecule FRET (smFRET) that requires monitoring of individual molecules for FRET changes can also be performed. This method enables detection of differences in molecules having various degrees of interactions, or time-dependent changes in molecular associations [47].

It seems an easy way to detect biological interactions in living cells using FRET, however, accurate calculation of FRET efficiency is still challenging by many factors such as un-mixing fluorescence spectrum into that of donors and acceptors, the uncertainty of contribution from the orientation factor (section 2.4), etc [48, 49]. Nevertheless, with extensively characterized fluorophores and the development of analytical tools, FRET would continue to play an increasingly important role in the field of life science.
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Chapter 3. Molecular Dynamics (MD) simulation

MD simulations can complement experiments with properties on very short time scales and small length scales. Calculations of molecular dynamics are based on either quantum mechanics (QM) or classical molecular mechanics (MM). Quantum mechanics, i.e., Schrödinger equation, provides very accurate prediction, but it is computationally very expensive, and thus it is usually applied for a small system containing only 10-100 atoms and a short time scale of 10-100 ps. On the other hand, calculations based on classical mechanics, i.e., empirical forces and Newton’s equation, are not as accurate as quantum mechanical calculations, but very fast, and can be applied for a large system containing $10^4 - 10^5$ atoms and a long time scale of the order of 100 ns or more with atomic resolution. Most of force fields currently used for studying proteins are based on classical mechanics due to the limitation of computational power.

In this chapter, first, approximations in classical mechanical MD simulations and the coarse-grained model are explained, and later, algorithms of application of MD simulations to biological systems in the current work are briefly described.

3.1 Fundamental approximations in MD simulations

The time-dependent Schrödinger equation of nuclei and electrons describes the atomic motions of a biological system. As mentioned above, due to high electronic degrees of freedom, one faces two main problems when applying solutions to the
Schrödinger equation to biological systems: size of systems and typical time scales of biological processes [1]. Even smallest proteins along with solvent easily reach system sizes on the order of $10^4$ atoms. In addition, typical biological processes on the molecular level occur in the range of picoseconds to hours.

For these reasons, several approximations are normally employed in MD simulations of biological systems, which allow sufficient descriptions of the systems. In these approximations, electronic interactions are included in an empirical force-field in which nuclear motions are determined by Newton’s classical equations of motion. Hence, one may run MD simulations of systems consisting of biological components such as proteins, membranes, and deoxyribonucleic acid (DNA). Nowadays, MD simulations of biological molecules using the classical treatment can reach milliseconds timescales although a high-performance specialized hardware is required for it [2]. One can refer to textbooks of MD simulations [3-6] and Groningen machine for chemical simulations (GROMACS) software manual [7] for detailed theoretical background, algorithms and MD simulation protocols.

3.1.1 Born-Oppenheimer approximation

The first approximation is aimed at separation of nuclear motion and electronic motion [1]. We would like to solve the time-dependent Schrödinger equation,

$$\mathcal{H}\Psi(R, \vec{r}, t) = i\hbar \frac{\partial \Psi(R, \vec{r}, t)}{\partial t},$$

which describes the quantum mechanical behavior of a system consisting of nuclei
and electrons with time. $\mathcal{H}$ denotes the Hamiltonian, $\Psi$ the time-dependent wavefunction and $\hbar$ the reduced Planck constant. The wavefunction is a function of all electron positions, $\vec{r}$, and nuclear positions, $\vec{R}$, at time $t$.

Since the electronic mass is much smaller than a nuclear mass, the electron configuration can be assumed to adapt to slow changes of the nuclear positions instantaneously. This adiabatic approximation is known as Born-Oppenheimer approximation [8]. With this approximation, the molecular wavefunction is expressed by a product of nuclear and electronic wavefunctions, $\Psi_{\text{nuc}}$ and $\Psi_{\text{el}}$:

$$\Psi(\vec{R}, \vec{r}, t) = \Psi_{\text{nuc}}(\vec{R}, t) \cdot \Psi_{\text{el}}(\vec{r}; \vec{R})$$

(3.2)

The electronic wavefunction depends on the nuclei coordinates $\vec{R}$ only parametrically, and hence, the operation of the Hamiltonian $\mathcal{H}$ yields an expression for the electronic motion as:

$$\mathcal{H}_{\text{el}}(\vec{R})\Psi_{\text{el}}(\vec{r}; \vec{R}) = E_{\text{el}}(\vec{R})\Psi_{\text{el}}(\vec{r}; \vec{R}),$$

(3.3)

which holds in any given nuclear positions, $\vec{R}$. The electronic Hamiltonian $\mathcal{H}_{\text{el}}$ is defined as $\mathcal{H}_{\text{el}} = \mathcal{H} - T_{\text{nuc}}$, where $T_{\text{nuc}}$ is the kinetic energy operator of the nuclei.

Let us assume further that the electrons in the system of interest are in the ground state. Then, the lowest eigenvalue $E_{\text{el}}^0(\vec{R})$ of Eq. (3.3) is used in the remaining Schrödinger equation for the nuclear motion:

$$
(E_{\text{el}}^0(\vec{R}) + T_{\text{nuc}})\Psi_{\text{nuc}}(\vec{R}, t) = i\hbar \frac{\partial \Psi_{\text{nuc}}(\vec{R}, t)}{\partial t}.
$$

(3.4)
3.1.2 Force field

The second approximation is aimed at avoiding expensive computation of the electronic Schrödinger Eq. (3.3) for each set of nuclear coordinates \( \vec{R} \) [1]. Even after the separation into electronic and nuclear motions of the Schrödinger equation, one still needs to solve the time-independent electronic part, Eq. (3.3), for a given nuclear configuration. To reduce the computationally heavy load on solving Eq. (3.3), the atomic interactions are described by an empirical potential function called force field:

\[
V = \sum_{\text{bond } i} V_{\text{bond}}^i + \sum_{\text{bond angle } j} V_{\text{angle}}^j + \sum_{\text{dihedral } k} V_{\text{dih}}^k + \sum_{\text{imp.dih. } l} V_{\text{imp}}^l + \sum_{\text{pairs } m,n} (V_{\text{LJ}}^{mn} + V_{\text{el}}^{mn})
\]  

(3.5)

whose derivative is a conservative force which only depends on the nuclear positions. As shown in Eq. (3.5), typical force fields for bio-molecular applications consist of bond, bond-angle, proper dihedral and improper dihedral potentials describing the covalent bonds between atoms (Table 3.1), and “non-bonded” potentials of Lennard-Jones (LJ) [9] and Coulomb interactions (Table 3.2). Proper dihedral (torsion) angles are defined according to the IUPAC/IUB convention as the angle between three successive bond vectors, with zero corresponding to the \( cis \) configuration. Improper dihedral potential keeps planar groups (e.g. aromatic rings) planar, or prevent molecules from flipping over to their mirror images. The non-bonded interaction potentials are pair additive.

Each potential function is generally written in a different form for a different
force field. There are several well-known force fields such as GROMOS [10, 11], CHARMM [12], AMBER [13], for each of which potential functions are parametrized suitably. One needs to take care that potential functions and parameters have to be used as a consistent set because the parameters are optimized for the potential functions by comparison to experimental data. During most chemical reactions, molecules are in the electronic ground state, and therefore force-field parameters are commonly derived for the ground state by using quantum chemical calculations and/or by calibrating the free parameters to reproduce experimentally known thermodynamic properties [14, 15].

Table 3.1 Bonded interactions between atoms. The typical, simplest forms and shapes of potential functions, and schematic pictures are shown.

<table>
<thead>
<tr>
<th>Bond</th>
<th>Angle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Harmonic potential:</td>
<td>Harmonic potential:</td>
</tr>
<tr>
<td>$V_{bond} = \frac{1}{2} k_b (r - r_0)^2$</td>
<td>$V_{angle} = \frac{1}{2} k_\theta (\theta - \theta_0)^2$</td>
</tr>
</tbody>
</table>

$V$ vs. $r$ | $V$ vs. $\theta$
Table 3.2  Non-bonded interactions between atoms. Potential functions in the well-known forms, shapes, and schematic pictures are shown. Red and blue arrows in pictures represent repulsion and attractive forces acting on atoms respectively.

**Dihedral**

Periodic potential:
\[ V_{\text{dih}} = k\phi [1 + n \cos(\phi - \phi_0)] \]

**Improper dihedral**

Harmonic potential:
\[ V_{\text{imp}} = \frac{1}{2} k_\psi (\psi - \psi_0)^2 \]

**Lenard-Jones potential**

Repulsion & dispersion:
\[ V_{LJ} = \frac{C_{12}}{r^{12}} - \frac{C_{6}}{r^6} \]

**Coulomb potential**

Electric potential:
\[ V_{el} = \frac{1}{4\pi\varepsilon_0} \frac{q_i q_j}{r} \]
3.1.3 Classical treatments

As well as the electronic interactions, the third approximation is aimed at avoiding expensive computation of the nuclear Schrödinger Eq. (3.4) for dynamics of nuclei [1]. This approximation is reached by treating nuclei as classical particles, i.e. nuclear dynamics is described by the Newton’s equation of motion:

\[ m_i \frac{d^2 \vec{r}_i(t)}{dt^2} = -\nabla_i V(\vec{r}_1, \ldots, \vec{r}_n) = \vec{F}_i \] (3.6)

where \( m_i \) is the mass and \( \vec{r}_i \) the coordinates of the \( i \)-th nucleus.

A justification of this approximation can be found in Ehrenfest’s theorem [16]. Although a rigorous derivation of this approximation has not been made, MD simulations have been applied for many systems with success so far. Thus, the classical approximation is considered to be valid for biomolecules to a certain extent. However, it is important to keep in mind that there are limitations in MD simulations due to the approximations described above.

3.2 Coarse-Grained (CG) model

In the present work, we used the coarse-grained (CG) model of molecules to investigate dynamics of fluorescent proteins along with a membrane on a microsecond timescale. CG model of molecules provides further approximations, which leads to a dramatic reduction in computation time.
In coarse graining methods, groups of atoms are clustered into new CG sites, or beads. The force field for the CG model we employed is the MARTINI force field [17, 18], in which on average four heavy atoms are represented by a single CG bead. Despite the recent remarkable development of computer hardware, all-atomic (AA) MD simulations are typically confined to systems containing hundreds of thousands of atoms and microseconds timescale. At the scale of real biology, however, molecular processes can reach seconds to hours timescales involving millions of atoms. Clustering atoms into CG beads reduces the total number of degrees of freedom of the system, and hence, CG model allows a significant increase in the accessible space and time scales in MD simulations while the macroscopic thermodynamic properties such as the free energy remain the same. For this reason, CG methods have evolved rapidly, and CG models of a variety of biomolecules such as lipids [17, 19-21], proteins [22-25] and DNA [26, 27] have been developed and are widely used today.

3.2.1 MARTINI force field

In the MARTINI force field, four heavy atoms are represented by a single interaction center except for cyclic compounds such as benzene that are mapped with higher resolution up to two-to-one [18]. CG beads are divided into four main types: polar (P), nonpolar (N), apolar (C), and charged (Q). Main types are further classified according to either the hydrogen-bonding capabilities or the degree of polarity. In such a way, all protein amino acids are mapped as shown in Figure 3.1. A backbone is mapped onto a single bead while a side-chain is mapped onto zero to four beads depending on
the structure and charges of the amino acid.

In the MARTINI force field, interaction potentials are computed as follows. Nonbonded interactions for particle pairs $i$ and $j$ at distance $r_{ij}$ is computed via a Lennard-Jones (LJ) potential:

$$V_{LJ}(r_{ij}) = 4\varepsilon_{ij} \left[ \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{12} - \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{6} \right]$$  \hspace{1cm} (3.7)$$

where the well depth $\varepsilon_{ij}$ is 5.6 kJ/mol for interactions between strongly polar groups, and a lower value of 2.0 kJ/mol for interactions between polar and apolar groups because of the hydrophobic effect; and the LJ parameter is $\sigma_{ij} = 0.47$ nm for all normal particle types. Besides the LJ interaction, charged particles interact via a Coulombic potential:

$$V_{el}(r_{ij}) = \frac{q_i q_j}{4\pi\varepsilon_0 \varepsilon_{rel} r_{ij}}$$  \hspace{1cm} (3.8)$$

where a relative dielectric constant $\varepsilon_{rel} = 15$ is used for explicit screening. These nonbonded potential energy functions are in shifted forms, i.e., the LJ potential starts shifting at $r_{shift} = 0.9$ nm and the Coulombic potential at $r_{shift} = 0$ nm, and both
are cut off at the distance $r_{cut} = 1.2$ nm.

Bonded interactions between bonded sites, $i, j, k, l$ are as follows (Table 3.1):

(i) Bond potential described by a weak harmonic potential with equilibrium distance $d_b$,

$$V_{bond}(d_{ij}) = \frac{1}{2}K_{bond}(d_{ij} - d_b)^2,$$

(ii) Angle potential described by a weak harmonic potential with equilibrium angle $\varphi_a$,

$$V_{angle}(\varphi) = \frac{1}{2}K_{angle}[\cos(\varphi_{ijk}) - \cos(\varphi_a)]^2,$$

(iii) Dihedral angle potential described by a weak periodic potential with equilibrium
dihedral angle $\psi_d$.

$$V_{dih}(\psi_{ijk}) = K_{dih}[1 + \cos(n\psi_{ijkl} - \psi_d)],$$

and (iv) Improper dihedral angle potential described by a weak harmonic potential with equilibrium improper dihedral angle $\psi_{id}$,

$$V_{imp}(\psi_{ijk}) = K_{imp}(\psi_{ijkl} - \psi_{id})^2.$$  

Parameters vary for backbones in different types of secondary structures, and each amino acid side chain. They were parametrized by comparison to a representative subset of approximately 2000 proteins available in Protein Data Bank (PDB) [28].

### 3.2.2 Elastic network models

Together with the coarse-grained (CG) model, an elastic network, ELNEDIN [29], is used to maintain the overall shape of proteins during the simulations. MARTINI model is based on a physical approach to achieve an accurate description of experimental thermodynamic data whereas the so-called Elastic Network (EN) models, introduced by Tirion [30], describe a structure of a macromolecule as a network of point masses connected by harmonic oscillators. In EN models, the point masses are connected to one another when the distance between the masses is smaller than a predefined cutoff distance. The cutoff distances are determined by an initial experimental structure, and because of the restraints of atoms with springs, EN models can reduce the cost of minimization procedures. However, the fact that EN models take the native structure of a molecule as the minimum of free energy may cause an intrinsic bias to free-energy estimation.
The ELNEDIN model was proposed to combine the physics-based MARTINI and the structure-based EN CG models to take the advantages of both of them for the structural and dynamical properties. In ELNEDIN model, backbone atoms are mapped onto a bead positioned at the alpha-Carbon instead of the center of mass as in MARTINI, and for simplicity, only two unique parameters, the cutoff distance $R_c$ and the spring force constant $K_{spring}$, are used. The values ranging from 0.8 to 1.0 nm for $R_c$ and from 500 to 1000 kJ mol$^{-1}$nm$^{-2}$ for $K_{spring}$ can provide adequate quantitative agreement with atomistic simulations [29]. ELNEDIN model allows microsecond time-scale simulations, however it must be noted that because of the intrinsic bias to a macromolecule structure, the ELNEDIN model cannot be used for the study of conformational changes that cause a protein to fold.

3.3 Algorithms

3.3.1 The global MD algorithm

A typical MD simulation follows the following steps [7]:

STEP 1. Input initial conditions

As a first step, it is required to prepare a set of initial coordinates $r$ of all atoms in the system. The interaction potential $V$ as a function of atom positions is determined by a choice of a known force field and/or user-defined parameters. Initial velocities $v$ of all atoms in the system are optionally involved, and are otherwise randomly generated according to a Maxwell-Boltzmann velocity distribution at a given absolute
temperature $T$.

**STEP 2. Compute forces**

Once the simulation starts running, at every time step the force on any atom,  

$$\vec{F}_i = -\frac{\partial V}{\partial \vec{r}_i},$$  

(3.13)  

is computed by calculating the force between bonded and non-bonded atoms, as well as restraining and/or external forces. The potential and kinetic energies and the pressure tensor are also computed.

**STEP 3. Update configuration**

After the computation of forces, the atoms positions are updated by numerically solving Newton’s equations of motion:  

$$\frac{d^2\vec{r}_i}{dt^2} = \frac{\vec{F}_i}{m_i}$$  

(3.14)

**STEP 4. Output step**

If required, positions, velocities, energies, temperature, pressure, etc. are recorded at each user-defined time step.

Step 2, 3, 4 are iterated for the required number of cycles. Computations of forces depend on which force field and what parameters are used. Several computational algorithms are implemented in major software packages of MD simulations, so that
one can choose one of them depending on his/her needs.

3.3.2 Integration of the equations of motion

For the integration of Newton’s equations of motion, the leap-frog integrator [31] was used for all simulations in this work,

\[
\tilde{v} \left( t + \frac{1}{2} \Delta t \right) = \tilde{v} \left( t - \frac{1}{2} \Delta t \right) + \frac{\Delta t}{m} \tilde{F}(t) \tag{3.15}
\]

\[
\tilde{r} \left( t + \Delta t \right) = \tilde{r}(t) + \Delta t \cdot \tilde{v} \left( t + \frac{1}{2} \Delta t \right), \tag{3.16}
\]

which is implemented in GROMACS [7] and set as default. As shown in Eq. (3.15) and (3.16), the leap-frog integrator uses positions \( \tilde{r} \) at time \( t \) and velocities \( \tilde{v} \) at time \( t - \frac{1}{2} \Delta t \) to obtain positions and velocities at time \( t + \frac{1}{2} \Delta t \). Energy is conserved accurately, if the integration time step is small compared to the fastest motion in the system, which is normally vibration of hydrogen.

We chose the leap-frog algorithm since it requires calculation of forces only once per time step \( \Delta t \) and therefore is computationally efficient. In addition, velocities for calculating temperature and the kinetic energy are explicitly present. The velocity-Verlet integrator [32, 33] also explicitly contains velocities and is numerically stable and efficient as well as the leap-frog algorithm. However, it has a slight disadvantage in parallel communication [7].
3.3.3 Solvent and boundary conditions

In simulations, proteins and membranes are dissolved in explicit water molecules. The structure of the solvent at biomolecular interfaces strongly influences biological function [34]. Thus, simulations in explicit solvent are preferable when running MD simulations of biomolecules.

In most cases, molecules of interest are put in a box with solvent to constrict the space in which the molecules move around. There are some exceptions such as simulations in the gas phase, in vacuum, or when using implicit solvent models, where the center of mass (COM) coordinate of the system is adjusted so that COM translation remains zero. All simulations in this study were performed with explicit solvent. Hence, to avoid unphysical interfaces for the solvent molecules, periodic boundary conditions (PBC) in all x, y, z axes were employed.

3.3.4 Temperature and pressure coupling

Normally, MD simulations are performed in the canonical NVT or NPT ensembles. N, V, T and P stand for the number of particles, the volume, the temperature and the pressure respectively. In the NVT ensemble, the number of particles, the temperature and the volume, i.e., the (periodic) box size, are kept constant. In the NPT ensemble, the number of particles, the temperature and the pressure are kept constant, while the box size is scaled constantly during a simulation to maintain the constant pressure.
In a standard MD simulation, temperature of the system is calculated based on the relation between the average kinetic energy per degree of freedom and the equipartition of energy in the thermal equilibrium,

\[ \left( \frac{1}{2} m v^2 \right) = \frac{1}{2} k_B T, \]  

(3.17)

where \( m \) represents the mass, \( v \) the velocity, and \( k_B \) the Boltzmann constant. In practice, the total kinetic energy of the \( N \)-body system is measured and divided by the number of degrees of freedom to calculate an instantaneous temperature at time \( t \) [5]:

\[ T(t) = \sum_{i=1}^{N} \frac{m_i v_i^2(t)}{k_B N_f} \]  

(3.18)

where \( N_f \) is the number of degrees of freedom.

The simple and well known algorithm to maintain a constant temperature is the Berendsen thermostat [35], which rescales the velocities such that the deviation of the temperature from a reference temperature \( T_0 \) exponentially decays with a certain time constant \( \tau \):

\[ \frac{dT}{dt} = \frac{T_0 - T}{\tau}. \]  

(3.19)

The rescaling factor \( \lambda \) is:

\[ \lambda = \left[ 1 + \frac{n_{TC} \Delta t}{\tau} \left( \frac{T_0}{T_{inst}} - 1 \right) \right]^{1/2} \]  

(3.20)

where \( n_{TC} \) is the number of time steps for an interval of temperature coupling, \( \Delta t \) is
a simulation time step, and $T_{\text{inst}}$ is an instantaneous temperature of the system (Eq. (3.21)). The velocity is rescaled as $\vec{v}_{\text{new}} = \lambda \vec{v}$.

However, this thermostat suppresses the fluctuations of the kinetic energy and does not produce proper canonical ensembles [7, 36]. Hence, the Berendsen thermostat has been improved with an additional stochastic term that ensures a correct kinetic energy distribution, leading to the velocity-rescaling thermostat [37],

$$dK = (K_0 - K) \frac{dt}{\tau_T} + 2 \frac{KK_0}{N_f} \frac{dW}{\sqrt{\tau_T}},$$

(3.21)

where $K$ is the kinetic energy, $N_f$ the number of degrees of freedom and $dW$ a Wiener process [7]. In simulations performed as part of this study, the velocity-rescaling thermostat was used for the equilibration and the production run.

The most common pressure calculation in MD simulations is based on the virial equation for pressure. The microscopic pressure $\rho$ for a $N$-body system in a volume $V$ can be written as [38]:

$$\rho = \frac{1}{3V} \left( \sum_{i=1}^{N} m_i \vec{v}_i \cdot \vec{v}_i + \sum_{i=1}^{N} \vec{r}_i \cdot \vec{f}_i \right),$$

(3.22)

where $m_i$ is the mass, $\vec{v}_i$ is the velocity, $\vec{r}_i$ is the position, and $\vec{f}_i$ is the force acting on the $i$-th particle. Then, the macroscopic pressure $P$ of a system with pairwise additive interactions can be written as
\[ P = \langle \rho \rangle = \rho k_B T + \left( \frac{1}{3V} \sum_{i=1}^{N} \sum_{j<i} \mathbf{r}_{ij} \cdot \mathbf{f}_{ij} \right) \]  

(3.23)

where \( \rho = N/V \) is the number density, \( \mathbf{r}_{ij} \) is the distance between a molecular pair, and \( \mathbf{f}_{ij} \) is the force between the pair.

There are several ways to maintain a constant pressure during MD simulations. In this study, we used Berendsen barostat [35] for equilibration runs since Parrinello-Rahman barostat, which in theory yields the exact NPT ensemble, is prone to oscillating behavior when the system is not in equilibrium. For production runs, we used Parrinello-Rahman barostat [39, 40] since the pressure of the system had already reached the target pressure after an equilibration. We also incorporated a membrane bilayer in the system. Therefore, the pressure was semi-isotropically applied to the system (equally to xy dimensions but independently to z dimension).

Similarly to Berendsen thermostat in Eq. (3.19) and Eq. (3.20), Berendsen barostat uses a constant pressure bath to which the system couples, and rescales the coordinates and box vectors such that the deviation of the pressure from a reference constant pressure \( P_0 \) exponentially decays with a certain time constant \( \tau_P \),

\[ \frac{dP}{dt} = \frac{P_0 - P}{\tau_P} . \]  

(3.24)

The rescaling factor for each dimension \( \mu \) is:

\[ \mu = \left[ 1 - \frac{n_{PC} \Delta t}{\tau_P} \beta (P_0 - P) \right]^{1/3} , \]  

(3.25)
where \( n_{PC} \) is the number of time steps for an interval of pressure coupling, \( \beta \) is the isothermal compressibility of the system.

Parrinello-Rahman barostat treats the volume of a system as a variable; thus the volume and the box shape are allowed to fluctuate. In this method, the matrix whose rows are the components of box vectors \( \vec{b}_1, \vec{b}_2, \vec{b}_3 \) that span the edges of the box,

\[
b = \begin{pmatrix}
    b_{1x} & b_{1y} & b_{1z} \\
    b_{2x} & b_{2y} & b_{2z} \\
    b_{3x} & b_{3y} & b_{3z}
\end{pmatrix} \quad (3.26)
\]

is set to obey the following equation of motion:

\[
\frac{d^2b}{dt^2} = V W^{-1} b^{-1}(P - P_0) \quad (3.27)
\]

where \( V \) is the volume of the box, a prime \( ' \) denote a transpose of a matrix, and \( P, P_0 \) are the matrices of current and reference pressures. \( W \) is the matrix parameter which determines the strength of coupling. The components of the inverse of the matrix \( W \) are given by:

\[
(W^{-1})_{ij} = \frac{4\pi^2 \beta_{ij}}{3\tau_p^2 L} \quad , \quad (3.28)
\]

where \( \beta \) is the isothermal compressibility, \( \tau_p \) is the pressure time constant, and \( L \) is the largest element in the box matrix \( b \). Users have to provide the values of the isothermal compressibility and the pressure time constant in an input file. The equations of motion for particles in the system are also modified as follows:
\[
\frac{d^2 \vec{r}_i}{dt^2} = \frac{\vec{F}_i}{m_i} - M \frac{d\vec{r}_i}{dt}
\]

\[
M = b^{-1} \left[ b \frac{db'}{dt} + \frac{db}{dt} b' \right] b'^{-1}.
\]

(3.29)

When using the Parrinello-Rahman barostat in MD simulations, users need to choose a large time constant for the pressure coupling to avoid undesired large box oscillations that could crush the simulation. If the system pressure is far from equilibrium, it is recommended to use a weak-coupling scheme first, and then switch to Parrinello-Rahman barostat once the system reaches the reference pressure.

For detailed derivations and descriptions of the Berendsen algorithm [35], the velocity rescaling thermostat [37], the Parrinello-Rahman barostat [39, 40], and usage of those schemes in MD simulations, the reader is referred to those cited articles and GROMACS manual [7].

3.3.5 Analysis of trajectory

Results of MD simulations can be obtained as trajectories containing the atomic coordinates and velocities, forces as well as the potential energy. This information is then used to calculate observables such as orientations or distances of molecules, as we did in this work.

It is often the case that the ensemble average of an observable is of interest.
For the current work, the ensemble average of the orientation factor was an important property. According to the ergodic hypothesis,

\[< f >_{\text{ens}} = \lim_{t \to \infty} \frac{1}{t} \int_{t_0}^{t_0+t} f(t') dt', \quad (3.30)\]

time averages can be employed instead of averaging over multiple systems to obtain ensemble averages of an observable \(< f >_{\text{ens}}\). In most cases, a hybrid approach is taken where time averages from multiple simulated systems are combined to obtain an ensemble average. The advantage of this approach is that sampling of multiple systems in parallel scales nicely with the available computational power, i.e., it is easy to simulate multiple systems for a short duration but not a single system for a long duration [1].
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Chapter 4. Formulation of the aims for the quaternary structure-determination study

G Protein-Coupled Receptors (GPCRs) are the largest and most diverse family of membrane receptors that accomplish a variety of biological functions and are often used as drug targets. GPCR activation by a variety of physical (e.g., light) and chemical (e.g., binding of ions, small peptides, etc.) stimuli trigger a signal transduction cascade of events that ensure communication between the extracellular space and the cell interior [1-4]. Many disorders such as anxiety, depression, and Alzheimer’s disease are attributed to dysfunction of certain GPCRs. Therefore, understanding the structure, organization, and function of GPCRs is of great interest in biological sciences, and especially in pharmacology. Although about half of the clinically prescribed drugs and a quarter of the top-one-hundred-selling drugs target GPCRs [5, 6], a large number of GPCRs is yet to be characterized. If the function and signaling pathways of more GPCRs are revealed, those receptors can become potential drug targets in the future, to tackle diseases that are difficult to treat by currently available drugs. For this reason, oligomerization of GPCRs and the possible role of oligomerization in GPCRs function and signaling are currently an exciting area of research [7-11]. Oligomerization of membrane proteins is considered to be necessary for their function. However, because of the dart of technologies capable of studying individual molecules or small associations of them in living cells, monitoring oligomerization of membrane proteins experimentally poses considerable challenges. In this chapter, firstly, the current situation in the study of GPCR oligomerization
and binding interfaces will be explained, and secondly, some properties of a GPCR used in this study, i.e., the muscarinic acetylcholine receptor, will be described.

4.1 G protein-coupled receptor oligomerization

Contrary to what has been known about a large number of membrane proteins, GPCRs were initially thought to exist and function as monomeric entities, coupling to a single G-protein heterotrimer with a one-to-one stoichiometry. Studies of GPCRs over the past two decades have accumulated evidence suggesting that GPCRs can exist as dimers or higher-order oligomers [12-14]. Although it is now increasingly accepted that oligomerization of GPCRs can be important for receptor expression and function, it is still a debated question whether GPCR oligomers are constitutive and required for G protein activation. Many experiments support the functionality of monomeric GPCR units trapped into high-density lipoprotein particles (nano-discs): β2-adrenergic, rhodopsin, and μ-opioid receptors function effectively as monomers [15-18]. Also, it was demonstrated that monomeric rhodopsin in solutions can activate its G protein transduction at the diffusion limit [19]. However, those observations do not rule out the possibility that GPCRs form oligomers spontaneously in living cells, only showing that activation determinants are present in GPCR monomers. In fact, some GPCRs, shown to be functional as monomers, were shown also to exist as dimers and/or higher-order oligomers and that they exhibit cooperativity [20, 21]. Crystallographic studies have provided evidence for GPCR oligomers. It was observed that rhodopsin oligomerizes in a non-physiological anti-parallel orientation in
crystals [22], but can realign in a parallel orientation under different conditions [23], which indicates that the choice of solvent for a crystallization can affect the orientation of GPCRs and their assembly. In addition, engineered human $\beta_2$-adrenergic and A2A adenosine receptors were found as oligomers in crystals [24, 25]. Other studies showed that crystal structures of extracellular domains clearly demonstrate dimerization that extends over the entire length of receptors [26, 27].

A common biochemical approach to detect GPCR oligomers is the so-called co-immunoprecipitation which requires solubilization of the cell membrane. This is commonly accomplished using differentially epitope-tagged molecules expressed in recombinant systems. Cells expressing two receptors are solubilized and the lysate is incubated with an antibody directed against one of the receptors, or the epitope tag fused to the receptor. The complex is bound to an appropriate medium, electrophoresed, blotted, and visualized using an antibody against the other receptor of interest, or its appropriate tag, displaying the GPCRs which form oligomers [28]. The first application of this technique detected a dimer of $\beta_2$-adrenergic receptor using an anti-HA antibody, where the receptors tagged with influenza hemagglutinin (HA)- and myc-tags were co-expressed in Sf9 cells, and immunoprecipitated with an anti-myc antibody [29]. While a large number of studies have reported the oligomerization of different GPCRs using co-immunoprecipitation, there are several drawbacks, mainly relating to the lysis and solubilization steps. For example, this approach is not usable for monitoring GPCR oligomerization in living cells, a problem
that it shares with crystallography. In addition, there is a possibility that hydrophobic GPCRs aggregate during solubilization, leading to an incorrect interpretation of experimental data [30]. In spite of that, co-immunoprecipitation can be a starting point to analyze oligomerization of GPCRs in native tissues; however, additional methods need to be used to verify the detected interaction [28].

Other experimental approaches to oligomerization of GPCRs have been made with the widespread use of biophysical techniques, such as resonance energy transfer (RET), fluorescence complementation, or combination of these techniques [13, 14, 31-33]. A major advantage of these techniques is the ability to detect molecular interactions in living cells. Single molecule total internal reflectance fluorescence microscopy (TIR-FM) enables one to track the position of individual molecules using fluorescently labeled ligands. Applications of this method to muscarinic acetylcholine M1 and N-formyl peptide receptors suggested a transient formation and dissociation of dimers, with thirty to forty percent proportion of dimers at any given time [34, 35]. The same conclusion was reached on the state of the muscarinic acetylcholine M2 receptor [36]. However, these conclusions require that the fluorescent ligands bind with similar affinity to both receptors within a dimer, and also there is a possibility that the ligand binding might stabilize the receptors in a different conformational state. Instead of tagging with ligands, fluorescence correlation spectroscopy (FCS) tags receptors with fluorescent molecules, and measures the molecular brightness, which provides an estimate of the number of fluorescent molecules by recording
fluctuations in fluorescence intensity arising from individual fluorescent molecules [37]. A recent study using FCS with photon counting histogram analysis provided support for dimers, consisting of identical receptors, being the predominant species for several GPCRs, including \( \alpha_1 \beta^- \) and \( \beta_2^- \)-adrenergic, serotonin 5-HT2A, muscarinic acetylcholine M\(_1\) and M\(_2\), and dopamine D\(_1\) receptors [38]. Unlike the transient formation and dissociation of dimers shown in TIR-FM experiments, the dimers were stable over a 10-fold range of receptor expression levels [38]. This is in agreement with other studies of dopamine D\(_2\) receptors [33], and \( \beta_2^- \)-adrenergic receptors in phospholipid vesicles [39]. Interestingly, it has been suggested that the dimerization at an early stage of biosynthesis may be required for effective folding and maturation of the receptor [40, 41].

Although a number of experimental approaches to GPCR oligomerization have been introduced, it is still challenging to gain an exact understanding of how GPCR oligomers are organized within membranes. Computational approaches and molecular dynamics simulations can play a role in generating new hypotheses and structural models that can be tested experimentally. From a thermodynamic point of view, membrane proteins form oligomers because they have an intrinsic affinity for each other, and because the energetically favorable exposure of ionizable residues to phospholipids promotes their oligomerization [9]. A computational approach suggested that such aggregation would be prevented only if the thermal energy (0.8-1 kcal/mol at physiological temperature) exceeded the energetic gain from association.
Since membrane is more or less two dimensional, the degrees of freedom for movement of membrane proteins are reduced, and hence association of membrane proteins is enhanced by orders of magnitude relative to soluble proteins; it was calculated that the probability of forming dimers increases by a factor of $10^6$ compared with that of water-soluble proteins and is many orders of magnitude greater for higher oligomers [43]. The energy landscape of GPCR association highly depends on the binding interfaces. Many different binding interfaces have been suggested for different receptors. In the next section, we will take a look at studies of binding interfaces between protomers within oligomers.

### 4.2 Binding interfaces of GPCR oligomers

Recent studies of high-resolution crystallographic structures have revealed dimeric and/or tetrameric forms of several GPCRs, such as chemokine CXCR4, μ-opioid and κ-opioid receptors, β₁-adrenoceptor, and smoothened receptor [44-48]. These studies have suggested a fact that different GPCRs have different dimeric interfaces. However, there are some transmembrane (TM) domains that have been observed to join binding interfaces more often than others. TM5 and TM6 were found to be involved in binding interfaces of crystallized chemokine CXCR4 and μ-opioid receptor dimers [44, 45]. A few contacts between specific residues were observed for chemokine CXCR4, while large contacts throughout the length of TM helices were observed in μ-opioid receptor dimers. Binding interfaces involving TM6 were also suggested for the β₂-adrenoceptor and for the leukotriene B4 receptor BLT₁ [49, 50].
TM5 was found to be involved in dimerization of muscarinic acetylcoline M₃ and serotonin 5-HT₂C receptors in cysteine cross-linking experiments, where changes in function arising from formation of a disulfide bond between two substituted cysteines at the domain interface were measured [51, 52]. A TM1-TM2-helix 8 (H8) interface was also found in crystals of μ- and κ-opioid receptors, β₁-adrenoceptor, as well as rhodopsin and opsin [43-45, 51-53]. The β₁-adrenoceptor, smoothened receptor and a model of rhodopsin dimer were suggested to have an additional binding site involving TM4 and TM5 [48, 56]. These two different binding interfaces for the β₁-adrenoceptor were found to be physiologically relevant [47].

The majority of crystal structures that are currently available refer to antagonist-bound (inactive) structures, and, therefore, the inferred dimeric interfaces in crystal structures may depend on those specific conformational states [57]. Huang et al. compared the differences in the dimeric interfaces of the crystallized structure of the ligand-free β₁-adrenoceptor and the antagonist-bound μ-opioid and chemokine CXCR4 receptors, and suggested that TM5 domain might be able to interact with either TM4 or TM6 depending on the conformation of the receptor [45]. In the case of μ-opioid receptor, Manglik et al. suggested that the TM5-TM6 interface of μ-opioid dimer could preclude either protomer from coupling to G-protein, because an interaction between the agonist-induced receptor and G-protein depends on rearrangements of TM5 and TM6 [45]. Guo et al. suggested TM4 to be a main interface in the dopamine D₂ receptor dimer. Crosslinking of a different set of
cysteines in TM4 was slowed by inverse agonists and accelerated in the presence of agonists; crosslinking of the latter set locks the receptor in an active state, which suggests that a conformational change at the TM4 dimer interface is part of the dopamine D$_2$ receptor activation mechanism [58]. Mancia et al. also suggested TM4-TM5 interface in serotonin 5-HT$_{2C}$ receptor dimers to be selectively sensitive to receptor activation [52]. It is important to know that although similar TM domains are observed to be involved in binding interfaces in many GPCRs, different interfaces can be found in different oligomers and even in different conformations of the same oligomer. For instance, it was suggested that the stability of $\beta_2$-adrenoceptor oligomer was regulated by an inverse agonist [59]. Hence, there is a possibility that selected ligands may modify GPCR oligomeric interfaces and the dynamics of receptor oligomerization. In this study, we used M$_2$ muscarinic acetylcholine receptor to investigate its binding interfaces within oligomers. In the next section, a brief description of the muscarinic receptors and their oligomerization is introduced.

4.3 Muscarinic acetylcholine receptors

Acetylcholine is known as the major neurotransmitter in the central and peripheral nervous systems and acts through either ionotropic receptors, which consist of rapidly activated ion channels, or metabotropic receptors, which regulate many physiological processes through their binding and activation of G proteins. The acetylcholine metabotropic receptors are called the muscarinic acetylcholine receptors (mAChRs). They belong to the so-called rhodopsin-like G-protein coupled
receptors (GPCRs) family; receptors in this family have similar amino acid sequences and a common structural framework comprising seven transmembrane (TM) helices (see section 1.2.2). Currently, five different mAChR subtypes (M₁-M₅) are known to be widely distributed in different tissues from different mammalian species [60]. They mediate distinct physiological responses to hormones, neurotransmitters and environmental stimulants, according to their location and receptor subtype. Because of the neuromodulatory role, the muscarinic receptor family is thought to be an effective therapeutic target in a number of neurological and psychiatric diseases, such as Alzheimer’s, schizophrenia, and Parkinson's disease [61]. Novel anti-Alzheimer drugs that target the M₂, M₄ and M₅ muscarinic receptors, are now under more intense consideration.

In the present study, we focus on M₂ muscarinic receptors. They are expressed in the heart cell, and have a profound role in the control of cardiac myocyte contraction [62]. The release of acetylcholine from parasympathetic neurons reduces heart beating frequency by acting on M₂ receptors [63]. They also reduce contractile forces of the atrial cardiac muscle, and reduce conduction velocity of the atrioventricular node. Although the functions and the physiological importance of the M₂ receptor are very well understood, the oligomerization state and the influence of the structure and ligands on functions in living cells are still being debated. Evidence that mAChRs form homo- and hetero-dimers (i.e., dimers formed by same or different types of receptors, respectively), or even higher order oligomers has been accumulated.
A recent study by cystein cross-linking method suggested binding interfaces of M₃ muscarinic receptor involving TM4-TM5-intracellular loop (ICL) 2, and TM1-TM2-Helix8 [68]. However, TM helices and amino acid residues involved in bindings between protomers of other subtypes of mAChRs still remain unclear. In this study, we combined FRET spectrometry and MD simulation techniques to investigate the protomer orientations within the M₂ receptor dimer and tetramer. In the following chapters, the methodology and the results of the present study are described.
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Chapter 5. Methodology

We performed molecular dynamics (MD) simulations of fluorescent proteins bound to receptors to obtain distances between them and orientation factors of transition dipole moments, associated with Förster resonance energy transfer (FRET), for determination of binding interfaces between protomers within an oligomer. We simulated, with coarse-grained resolution, several conformations of dimers and tetramers of muscarinic acetylcholine receptor M2 fused to the green fluorescent protein 2 (GFP2, a donor of energy in FRET) and yellow fluorescent protein (YFP, an acceptor of energy). For each conformation, we calculated pairwise FRET efficiencies of all donor-acceptor pairs within a dimer and a tetramer based on the data obtained from MD simulations. To further calculate an apparent FRET efficiency of the mixture of monomers, dimers and tetramers, we used the law of mass action and the dissociation constants of oligomers to determine the concentrations of each size of oligomers. Resultant apparent FRET efficiency was fitted to experimental data obtained by FRET spectrometry, and a fitting residual was calculated. Comparing the residuals obtained from fittings of all tested conformations, we determined the most probable configuration of the M2 muscarinic receptor oligomers in living cells, as well as the binding energy and the half-life time of the oligomers.

In this chapter, the methodology used in the present work is presented. First, we introduce the model of oligomers we investigated. Second, the setup of MD simulations of fluorescent tags and the calculation method of pairwise FRET
efficiency between the tags are described. Third, theoretical aspects of the relation between dissociation constants and thermodynamic quantities are explained, and how we applied them to this study is also described. Fourth, the kinetic theory of FRET and the way of combining all simulated data to compute apparent FRET efficiencies to compare with experimental data are presented. Finally, experimental procedure and the method of simulations-based fitting of experimental data are described.

5.1 A configuration model of tetramers

In this study of seeking binding interfaces of M\textsubscript{2} receptors, one type of binding model was investigated. The minimum number of binding sites for a monomer to form a rhombic tetramer is two; thus, there are eight binding sites in total within a tetramer. In our model, six of them are involved in bindings between monomers and dimers, and two of them are free from bindings and positioned outside the configuration. We call this type of configuration the “open model” (Figure 5.1(A)). Because the open model exposes two free binding sites to the environment, it is able to grow larger by involving more protomers. A dimer is formed by two oppositely-directed protomers, and a rhombic tetramer can be formed by the parallel translation of two dimers. Because of such a geometrical feature, once the orientation of one of protomers is determined, the orientations of the other protomers are also determined accordingly. We performed MD simulations of fluorescent tags, for each of which the tagged M\textsubscript{2} receptors were oriented differently so that they were bound at different
transmembrane regions, and computed resultant FRET efficiencies to compare with FRET experiment to find a configuration of M₂ oligomers that would be consistent with the experimental data. We examined in total thirteen different orientations of the M₂ receptor dimer. The orientations were distinguished from one another by the relative position of N-terminus of the receptor to the dimerization interface (Figure 5.1(B)). In the figure, arrows are directed to positions of N-termini of receptors, where fluorescent tags were fused. The reference configuration was constructed such that N-termini of dimeric M₂ receptors were at the farthest position from the binding site. Then, receptors were rotated in positive (counter-clockwise) and negative (clockwise) directions to construct other configurations. The separation angle between neighboring configurations was originally set to 45 degrees in a range of \(-135\) to

![Figure 5.1](image-url)

**Figure 5.1** A configuration of open model of a rhombic tetramer. (A) Receptors are represented by circles \((p_{11}, p_{12}, p_{21}, p_{22})\). Squares and triangles are binding sites within receptors. An interaction between triangles makes two monomers (subscript 1 and 2) bound to each other and form a dimer, and an interaction between squares binds two dimers \((p_1, p_2)\) to form a tetramer. (B) Protomer orientation is represented by an angle \(\theta\) measured from an opposite side from the binding site to a position of N-terminus denoted by \(N\), viewed from intracellular surface. A distance between protomers is measured at centers of mass of the protomers, and represented by \(r\).
180 degrees. Later, configurations separated by 15 degrees and 7.5 degrees were added in the range of −45 to 45 degrees for a finer resolution.

5.2 Simulation of fluorescent tags

5.2.1 Program package and hardware for MD simulation

We used GROMACS 4.6 [1] MD simulation package. GROMACS has an outstanding single core performance and also shows an excellent parallel scaling since version 4. We built proteins with atomic resolution then converted them to the coarse-grained (CG) model. For CG structures, we used MARTINI force field (see section 3.2), and its conversion programs and topology files: martinize.py (ver.2.4), insane.py (20131112.22.TAW), martini_v2.2.itp, martini_v2.0_lipids.itp, martini_v2.0_ions.itp, available at the MARTINI website [2]. We performed simulations on a single node with 8 or 16 CPU cores in conjunction with GPU implementation for parallel computing. The typical performance of a simulation was ~1 μs/day.

For analysis, the “g” tools, provided with the GROMACS software package were used, and additional analysis tools were written in Python 2.7 with NumPy and SciPy [3, 4]. Molecules were edited and visualized using PyMol [5].

5.2.2 Structures of GFP2, YFP and M2

We referred to 1EMC.pdb [6] (chain A) and 1F0B.pdb [7] to prepare GFP2 [8]
and YFP [9] structures at all atomic (AA) resolution. We replaced some amino acids in the pdb files using PyMOL (ver.1.4.1) [5] so that these proteins were consistent with the following structures used in the experiments:

**GFP$_2$:**

```
“ KGEELFTGVVPILVELGDVNGHKFSVSSEGEGDASYGLTLKIFTTGKLPV
PWPTLVSSYGVQCFARYPDHMKQHDFFKSAMPEGYVQERTIFFFKDDGNYKT
RAEYFEGDTLVIERLGIDFEDGNLHKLNYNHSVHYIMADKQKNGIK
VNFKIRHNIEGSVQLADHYQQNTPQDGVPVLLPNHYLSYQSKLSKDPNEKRD
HMVLLEFVTAGITLGMDELYK”
```

**YFP:**

```
“ KGEELFTGVVPILVELGDVNGHKFSVSSEGEGDASYGLTLKIFTTGKLPV
PWPTLVSSYGVQCFARYPDHMKQHDFFKSAMPEGYVQERTIFFFKDDGNYKT
RAEYFEGDTLVIERLGIDFEDGNLHKLNYNHSVHYIMADKQKNGIK
VNFKIRHNIEGSVQLADHYQQNTPQDGVPVLLPNHYLSYQSKLSKDPNEKRD
HMVLLEFVTAGITLGMDELYK”
```

For GFP$_2$, the following replacements were taken: CSY66 to a sequence of Ser65-Tyr66-Gly67, Arg80 to Glu, Thr167 to Ile, Ala206 to Lys, His231 to Leu, Asn238 to Lys.
For YFP, the following replacements were taken: CR2 66 to a sequence of Gly-Tyr-Gly, Leu68 to Val, Arg80 to Gln, Gln148 to His, Ala206 to Lys, His231 to Leu.

For M2 receptor, the ligand was removed and the following 18 amino acids were added to N-terminus of 3UON.pdb [10]. This part of an M2 receptor is flexible so it serves as a linker between a receptor and a fluorescent tag.

Added eighteen amino acids: “NNSTNSSNNSLALTSPYK”

5.2.3 Construction of oligomers

GFP2 and YFP were attached to N-termini of M2 receptors using PyMOL [5], that is, GFP₂-M₂, YFP-M₂ were created. An M₂ dimer which consists of GFP₂-M₂ and YFP-M₂ was constructed so that M₂ receptors were close enough and their Van der Waals surfaces touched each other at the binding interfaces. Then, a tetramer was constructed by duplicating the dimer. The binding orientations of M₂ dimers and tetramers were determined by open model shown in Figure 5.1. As we were interested in the change in relative orientations and distances between fluorescent tags in these oligomeric structures, fluorescent tags were separated at reasonable distances from others so that they were initially free to move.

5.2.4 Conversion to coarse-grained (CG) model and constraints

The system to be simulated was set up using a rectangular box with periodic boundary conditions to avoid edge effects. Since we focus on relative motions of
fluorescent tags and assume that receptors are oligomerized and fix their relative positions to one another, M<sub>2</sub> receptors (Phe21-Met456) were removed after constructing a tetramer in order to save simulation time and avoid difficulties in simulations arising from the complexity of the structure of M<sub>2</sub> receptor. Thr20 and the linker, i.e., added eighteen amino acids, were left in the system to anchor the fluorescent tags to membrane. After removing receptors, the fluorescent tags and linkers were converted to CG structures using the program martinize.py (ver.2.4), with an option of elastic network of ElNeDyn (-ff elnedyn22) to conserve the secondary and higher structures of fluorescent tags. After the conversion, CG structure of DPPC (1,2-dipalmitoyl-sn-glycero-3-phosphocholine) bilayer was placed where M<sub>2</sub> receptors were originally positioned, i.e., the C-termini of linkers, and the system was solvated using the program insane.py (20131112.22.TAW). Then, Na<sup>+</sup> ions were added by replacing water molecules to neutralize the system.

To constrain the structure of chromophore, the following additions/corrections were made in a topology file (*.itp) of each fluorescent protein. The bonds between the backbones (BB) of Ser65 and Gly67 in GFP2, and between the backbones of Gly65 and Gly67 in YFP, were added with a force constant of 150000 kJmol<sup>-1</sup>nm<sup>-2</sup>. The constrained bond length between the second side-chain bead (SC2) and the third side-chain bead (SC3) of Tyr66 was changed from 0.31 nm to 0.24 nm. The force constants of the backbone angles of Ser65-Tyr66-Gly67 in GFP2 and of Gly65-Tyr66-Gly67 in YFP were changed from 40 kJmol<sup>-1</sup> to 200 kJmol<sup>-1</sup>. The side-chain angles and their
force constants of BB-SC1-SC2, and BB-SC1-SC3 of Tyr66 were changed from 70° to 153°, from 130° to 164°, and from 100kJmol⁻¹ to 200kJmol⁻¹, from 50kJmol⁻¹ to 200kJmol⁻¹, respectively. As well as these refinements of chromophore, the position restraining force of 10000kJmol⁻¹nm⁻² was applied to the C-termini of linkers, i.e., Thr20, as if fluorescent tags were attached to fixed receptors in the membrane. The default values were used for the other entries.

5.2.5 Energy minimization, Equilibration and Production run

Energy minimizations were performed using a steepest descent algorithm. The equilibration run of duration 10 ns with a time step of 20 fs was performed with temperature held at 293K by the velocity-rescale thermostat with a coupling constant of 1ps and with pressure held at 1bar by the Berendsen barostat [11] with a coupling constant of 12ps. For the production run, temperature was coupled in the same way as the equilibration run, and pressure was coupled to Parrinello-Rahman barostat [12] with a coupling constant of 12ps. The production run was performed for 1μs with a time step of 20 fs using the reaction field method [13] in combination with Verlet-pairlist algorithm [14] for GPU acceleration. Cutoff scheme with potential-shift is used for the Lennard-Jones interaction. The real-space cutoff for the Coulomb and Lennard-Jones interactions is 1.1 nm. We performed six individual production runs of duration 1μs for each binding orientation of a tetramer. In each production run, distances between chromophores and orientation factors for all possible donor-acceptor pairs were calculated at every 100ps. Then, we averaged them over all six
runs using only the last 500 ns of each run to obtain the equilibrium amount of
distances and orientation factors between chromophores.

### 5.2.6 Estimation of orientation factors

To determine the apparent FRET efficiencies of oligomers, we need to know
the orientation factors for each donor-acceptor pair. For the estimation of orientation
factors, we calculated dipole orientations of GFP\textsubscript{2} and YFP according to previously
reported transition dipole moments by Ansbacher et al. [15]. In CG structures, dipole
orientations were determined by the relative positions of three beads corresponding
to backbones of three amino acids in chromophores(65-67); Ser-Tyr-Gly for GFP\textsubscript{2},
Gly-Tyr-Gly for YFP, which were placed where alpha carbons previously were before
the conversion to CG structures. Figure 5.2 shows a chromophore of GFP\textsubscript{2} with AA
and CG structures overlapped. The orientation of a dipole $\vec{\mu}$ is measured with
respect to the imidazolidinone carbonyl bond, and the angle is denoted by $\omega$. CG
beads are labeled: BB and SC stand for a backbone and a component of side-chain,
subscripts S, T, G stand for Ser, Tyr, Gly indicating to which amino-acid each bead
belongs.

Let $\alpha$ be an angle between the imidazolidinone carbonyl bond and a line
connecting backbone beads of Tyr and Gly, and let $\beta$ be an angle between backbone
beads of Tyr, Gly, Ser. Let us define unit vectors $\vec{i}$, $\vec{j}$ in the directions of a vector
connecting backbone beads of Tyr and Gly and a vector connecting backbone beads of
Ser and Gly. A transformation matrix $T$ from oblique coordinates of an angle $\theta$ to orthogonal coordinates in two dimensions is written as:

$$T = \begin{pmatrix} 1 & \cos\theta \\ 0 & \sin\theta \end{pmatrix}. \quad (5.1)$$

$i, j$ vector space is spanned with the angle $\theta = \beta$, and the dipole $\vec{\mu}$ makes an angle $(\alpha - \omega)$ with a unit vector $\hat{i}$, thus, the dipole $\vec{\mu}$ can be expressed in terms of $\hat{i}, \hat{j}$ vectors as follows:

$$\vec{\mu} = T^{-1} \begin{pmatrix} \cos(\alpha - \omega) \\ \sin(\alpha - \omega) \end{pmatrix}$$

$$= \frac{1}{\sin\beta} \begin{pmatrix} \cos(\alpha - \omega) \sin\beta - \sin(\alpha - \omega) \cos\beta \\ \sin(\alpha - \omega) \end{pmatrix} \quad (5.2)$$

where $\omega = 74^\circ$ for GFP$_2$ and $73^\circ$ for YFP.

We applied the strong bond constraints, $150$ MJ mol$^{-1}$ nm$^{-2}$ to the bond between Ser and Gly backbone beads (BB$s$ and BB$	ext{G}$) to fix their relative position during
production runs in order for a consistency of dipole calculations. Orientation factors were calculated by Eq. (2.39):

\[ \kappa = [\hat{\mu}_D \cdot \hat{\mu}_A - 3(\hat{\mu}_D \cdot \hat{r})(\hat{\mu}_A \cdot \hat{r})] = (\cos \theta_{DA} - 3 \cos \theta_D \cos \theta_A). \] (2.39)

We assumed, throughout simulations, that dynamics of GFP and YFP in solvent were the same, and so were chromophores because of similarities of structures of them. With this assumption, we calculated orientation factors for all configurations of donor(s) and acceptor(s) within a tetramer of one trajectory by swapping angle \( \omega \) instead of running an individual simulation for each configuration of donor(s) and acceptor(s). The orientation factors were calculated for all pairs of a donor and an acceptor within a tetramer in each time step.

5.2.7 A pairwise FRET efficiency

As described in section 2.2, a pairwise FRET efficiency is written in terms of the distance between chromophores, \( r \) [16]:

\[ E = \left[ 1 + \left( \frac{r}{R_0} \right)^6 \right]^{-1} \] (5.3)

where \( R_0 \) is the Förster distance. Since \( R_0^6 \) is proportional to the orientation factor \( \kappa^2 \), i.e., \( R_0^6 = \kappa^2 R_{const}^6 \), thus, Eq. (5.3) can be rewritten with \( \kappa^2 \) factored out to calculate a pairwise FRET efficiency for an arbitrary orientation factor:

\[ E = \left[ 1 + \frac{1}{\kappa^2} \left( \frac{r}{R_{const}} \right)^6 \right]^{-1}. \] (5.4)

\( R_{const} \) is calculated from the Förster distance for GFP-YFP pair, 5.64 nm [19], which assumes the isotropic average of orientation factor, \( \kappa^2 = 2/3 \); thus, \( R_{const} = \)
5.64/(2/3)^{1/6} = 6.03 \text{ nm.}

We substituted the averaged $\kappa^2$ and $r$ values, obtained from a simulation, of a dimeric pair of a donor and an acceptor into Eq. (5.4) to evaluate a pairwise FRET efficiency of the dimer. For a tetramer or a mixture of oligomers, the obtained averaged $\kappa^2$ and $r$ values of donor-acceptor pairs were used to calculate an ensemble average of FRET efficiencies which is the so-called apparent FRET efficiency.

### 5.3 Dissociation constants and thermodynamic quantities

In order to estimate the apparent FRET efficiency of the mixture of multimeric complexes of different sizes, one needs to know the concentration of the complexes of each size. They can be estimated by analogy to chemical kinetics at equilibrium. Let us consider the mixture of tetramers, dimers, and monomers of a membrane receptor, and assume the association and dissociation interactions take place in a stepwise manner, that is, there are no interactions between tetramers and monomers. Then, these interactions are described as:

\[ t \rightleftharpoons d + d \quad (5.5) \]

\[ d \rightleftharpoons m + m \quad (5.6) \]

where $t, d, m$ represent the tetramers, dimers, and monomers, respectively, and arrows indicate directions of reactions. According to the law of mass action for a (bio)chemical reaction at the thermal equilibrium, the dissociation constants for
above two reactions can be written as:

\[ K_t = \frac{\mu_2^2}{\mu_4} \]  \hspace{1cm} (5.7)

\[ K_d = \frac{\mu_1^2}{\mu_2} \]  \hspace{1cm} (5.8)

where \( \mu_n \) are the concentrations of complexes of size \( n \), i.e., \( n = 4 \) for tetramers, \( n = 2 \) for dimers, and \( n = 1 \) for monomers, respectively. The total concentration of the receptor, \( C_{tot} \), of a region of interest can be expressed as:

\[ C_{tot} = 4\mu_4 + 2\mu_2 + \mu_1 . \]  \hspace{1cm} (5.9)

Hence, by substituting Eq. (5.7) and Eq. (5.8) into Eq. (5.9), we obtain a quartic equation for the concentration of monomers:

\[ 4\mu_1^4 + 2K_tK_d\mu_1^2 + K_tK_d^2\mu_1 - K_tK_d^2C_{tot} = 0 . \]  \hspace{1cm} (5.10)

This equation can be solved for \( \mu_1 \) with fixed values of \( K_t, K_d \) and \( C_{tot} \). The tetramer and dimer concentrations, \( \mu_4 \) and \( \mu_2 \), can be obtained similarly from Eq. (5.7) and Eq. (5.8).

While the analytical solution to Eq. (5.10) is somewhat complicated, a system of only dimers and monomers results in a quadratic equation for the concentration of monomers, and the analytical solution is easy to express. As \( \mu_4 \) approaches zero (\( \mu_4 \to 0 \)) while \( \mu_2 \) and \( \mu_1 \) are kept constant, \( K_t \) tends to infinity, and thus, Eq. (5.10) becomes:

\[ 2\mu_1^2 + K_d\mu_1 - K_dC_{tot} = 0 , \]  \hspace{1cm} (5.11)
which has the solution:

$$\mu_1 = \frac{K_d}{4} \left( \sqrt{\frac{C_{tot}}{K_d} + 1} - 1 \right)$$  \hspace{1cm} (5.12)

where $C_{tot} = 2\mu_2 + \mu_1$, and only the positive solution was considered since $\mu_1 > 0$.

Similarly, the concentration of dimers can be expressed as:

$$\mu_2 = \frac{1}{2} \left[ C_{tot} - \frac{K_d}{4} \left( \sqrt{\frac{C_{tot}}{K_d} + 1} - 1 \right) \right].$$ \hspace{1cm} (5.13)

The binding energy of two molecules is expressed as a change in free energy before and after the binding process, that is, $\Delta G = G_f - G_i$ where $G_f, G_i$ are the Gibbs free energies of a bound state and an unbound state, respectively. When a system is at equilibrium, the equilibrium constant is related to the standard binding free energy [17]:

$$\Delta G = -RT \ln K_{eq}$$  \hspace{1cm} (5.14)

where $G$ is the Gibbs free energy per mole of component, $R$ is the universal gas constant, $T$ is the temperature in Kelvin, $K_{eq}$ is the equilibrium constant on the mole fraction concentration scale. For a system consisting of dimers and monomers of proteins in a membrane, the equilibrium constant is expressed as a function of the mole fractions of dimeric and monomeric species in the membrane phase of area $A$ [18]:

$$K_{eq} = \frac{N_d/N_{tot}}{(N_m/N_{tot})^2}$$  \hspace{1cm} (5.15)

where $N_d, N_m$ are the numbers of dimeric and monomeric species, respectively, and
$N_{tot}$ is the total number of molecules including dimers, monomers, and membrane lipids in the membrane phase of area $A$. Since the membrane lipid concentration is much greater than the protein concentration, the total number of molecules can be approximated by the number of lipids, $N_l$:

$$N_{tot} \cong N_l$$

and hence,

$$K_{eq} \cong \frac{N_d/N_l}{(N_m/N_l)^2}.$$  \hspace{1cm} (5.17)

Recalling that $\mu_2 = N_d/A$ and $\mu_1 = N_m/A$, we can express the equilibrium constant as a function of the dissociation constant:

$$K_{eq} \cong \frac{\mu_2 N_l}{\mu_1^2 A} = \frac{c_l}{K_d}.$$  \hspace{1cm} (5.18)

where $c_l = N_l/A$ is the concentration of lipids per unit area. Then, using Eq. (5.14), the dissociation constant can be expressed in terms of the binding free energy:

$$K_d = c_l \exp\left(\frac{\Delta G}{RT}\right).$$  \hspace{1cm} (5.19)

The dissociation constant for interactions between tetramers and dimers can be expressed in the same manner. We used $c_l = 1.65 \times 10^6 \mu^{-2}$ for our membrane patch. We determined dissociation constants for dimers and tetramers by a fitting to experimental data. Then, the binding energies between monomers, and between dimers were calculated by Eq. (5.19).

We also calculated the half-life times of dimers and tetramers. According to chemical kinetics, the dissociation constant is related to the dissociation rate, $k_{off},$
and the association rate, $k_{on}$, of the reaction:

$$K_d = \frac{k_{off}}{k_{on}}. \quad (5.20)$$

The association rate for membrane protein interactions can be approximated by the diffusion limited value in two dimensions, at long timescale, using the Smoulchowski theory [19]:

$$k_{on} \approx \frac{4\pi D_f}{\ln(4D_f \tau_s/r^2) - 2\gamma} \quad (5.21)$$

where $D_f$ is the sum of the diffusion coefficients of the interacting two protomers, $r$ is the sum of the radii of the protomers, $\gamma$ is the Euler-Mascheroni constant, and $\tau_s$ is the experimental timescale of diffusion. Then, the dissociation rate can be obtained from the dissociation constant using Eq. (5.20), which yields the expression of the time-dependent concentration of dimers:

$$\mu_2(\tau) = \mu_2(0) \exp(-k_{off}\tau) \quad (5.22)$$

where $\tau$ is an arbitrary time. Hence, the half-life time is calculated as

$$\tau_{1/2} = \ln 2/k_{off}. \quad (5.23)$$

Again, the half-life time for tetramers can be calculated in the same manner by replacing $K_d$ with $K_t$ in Eq. (5.20).

The lateral diffusion coefficient of $M_2$ muscarinic receptor monomers was measured by Nenasheva et al. to be 0.109 μm$^2$/s [20]. The inverse proportionality of diffusion coefficient to the radius of the membrane protein, similarly to the Stokes-Einstein equation, was proposed by Gambin et al [21]. Thus, to obtain the diffusion
coefficient of M₂ dimers, we divided that of monomers by two to take into account the size of dimer, and used it for the calculation of the association rate of tetramers.

5.4 FRET efficiency calculation

To compare the simulation data with experimental data, we calculated energy transfer rates within oligomers, so-called apparent FRET efficiencies. First, kinetic theory of apparent FRET efficiency for protein complexes is presented, and next a method of the calculation in the present work is described.

5.4.1 Kinetic theory of FRET for protein complexes

5.4.1.1 Apparent FRET efficiency for the mixture of dimeric complexes and monomers

FRET occurs when the emission spectrum of a donor (D) overlaps with the absorption spectrum of an acceptor (A). It is important to understand that the resonance energy transfer does not involve a photon emission by the donor, i.e., there is no intermediate photon in the energy transfer. FRET is detected by measuring the fluorescence intensities from the donor and acceptor, which relate the efficiency of FRET to a distance between the donor and acceptor. Both donor quenching and acceptor sensitized emission can be used to detect FRET from measurements of donor and acceptor emission intensities. For simplicity, let us consider dimeric complexes formed by two populations of donors and acceptors mixed together in a solution or a living cell. Before forming dimers, all molecules of the two populations are separated.
from one another so that no FRET occurs. When they are excited by a light with an arbitrary wavelength, $\lambda_{ex}$, the fluorescence intensity of the sample is simply the sum of the fluorescence intensities of the donors and acceptors [22, 23]:

$$F^m(\lambda_{ex}) = F^D(\lambda_{ex}) + F^A(\lambda_{ex})$$

(5.24)

where $F^m$, $F^D$ and $F^A$ are the integrated emission intensities of the sample, donors and acceptors, respectively, over all the emission wavelengths for D or A molecules.

$F^D$ and $F^A$ can be expressed by using the excitation rates and the quantum yields as:

$$F^D(\lambda_{ex}) = \Gamma^{ex,D}[D]_TQ^D$$

(5.25)

$$F^A(\lambda_{ex}) = \Gamma^{ex,A}[A]_TQ^A$$

(5.26)

where $[D]_T$ and $[A]_T$ are the total concentration of donors and acceptors in the sample.

Next, let us assume that some of the molecules move close to other molecules and form dimeric complexes. The energy transfer takes place between a donor and an acceptor in a dimer with efficiency $E$ (Eq. (2.19), (2.20)). Note that these dimers are three types of DA, DD, and AA, although dimers formed by two donors or two acceptors do not show FRET. When these dimer complexes are formed and mixed together with the remaining monomers, the emission intensities of the donors population and acceptors population can be written as:

$$F^{DA}(\lambda_{ex}) = \Gamma^{ex,D}\{[D]Q^D + [D]_DQ^D + [D]_AQ^{DA}\}$$

(5.27)

$$= \Gamma^{ex,D}[D]_TQ^D - \Gamma^{ex,D}[D]_AQ^D E$$

$$F^{AD}(\lambda_{ex}) = \Gamma^{ex,A}\{[A]Q^A + [A]_AQ^A\} + \Gamma^{ex,AD}[A]_DQ^A$$

(5.28)
\[ = \Gamma^{ex,A}[A]_T Q^A + \Gamma^{ex,D}[A]_D Q^A E \]

where \([X], [X]_D, [X]_A (X = D, A)\) are the concentration of X molecules that form monomers, complexes with D molecules, and complexes with A molecules respectively.

By using Eq. (5.25), (5.26) and introducing the following notations:

\[ F^D(FRET) = \Gamma^{ex,D}[D]_A Q^D E \]
\[ F^A(FRET) = \Gamma^{ex,D}[A]_D Q^A E \]

one can rewrite Eq. (5.27), (5.28) as:

\[ F^{DA}(\lambda_{ex}) = F^D(\lambda_{ex}) - F^D(FRET) \]
\[ F^{AD}(\lambda_{ex}) = F^A(\lambda_{ex}) + F^A(FRET). \]

Similar to a pure DA pair described in Eq. (2.56) and Eq. (2.59), it shows that the fluorescence of the donor population decreases due to FRET, while the fluorescence of the acceptors population increases. \(F^{DA}(\lambda_{ex})\) and \(F^{AD}(\lambda_{ex})\) include the fluorescence intensities from D and A molecules that are not involved in FRET, i.e. DD and AA pairs. Thus, two apparent FRET efficiencies for the two populations are defined:

\[ E^{dq}_{app} = \frac{F^D(FRET)}{F^D(\lambda_{ex})} = 1 - \frac{F^{DA}(\lambda_{ex})}{F^D(\lambda_{ex})} = \alpha_D E \]

for the donors, and

\[ E^{ase}_{app} = \frac{F^A(FRET)}{F^A(\lambda_{ex})} = \frac{F^{AD}(\lambda_{ex})}{F^A(\lambda_{ex})} - 1 = \alpha_A \frac{e^D}{e^A} E \]

for the acceptors, where the superscripts "Dq" and "Ase" stand for "donor quenching" and "acceptor sensitized emission", \(\alpha_D = [D]_A/[D]_T\) is the fraction of donors in
complexes with the acceptors, $\alpha_A = [A]_D/[A]_T$ is the fraction of acceptors in complexes with donors, $\epsilon^D$ and $\epsilon^A$ are the absorption cross-sections of donors and acceptors, and $E$ is a pairwise FRET efficiency (Eq. (2.19), (2.20)). Eq. (2.57), Eq. (2.58), Eq. (5.25)-(5.28) were used to rearrange the second part to the third part.

5.4.1.2 Apparent FRET efficiency for the mixture of multimeric complexes of the same size and free monomers

In this section, let us consider a more general situation: that of a mixture of higher order oligomers and free monomers introduced elsewhere [23]. There are several assumptions; (1) multimeric complexes are of the same size (consisting of the same number of protomers) with arbitrary distances between donors and acceptors, (2) there always is a single D or A in an excited state in a complex, (3) donors are all identical and therefore they have the same rate constants of excitation, radiative, and nonradiative de-excitation; the same is true for acceptors.

For a multimeric complex of size $n$, let $k$ be the number of donors within the complex, $q$ be the number of possible configurations of given $k$ donors among $n$ protomers, i.e., $q = \binom{n}{k} = \frac{n!}{k!(n-k)!}$. Hence, there are $k$ ways for the initial excitation of D, and $(n - k)$ ways for the transfer of the energy through FRET (See Figure 5.3). With these notations, the quantum yield of a donor in the presence of an acceptor, Eq. (2.16), is rewritten for the $i$-th donor in a multimeric complex as:

$$Q_{i,k,n,q}^{BA} = \frac{\Gamma_{r,D}}{\Gamma_{r,D} + \Gamma_{nr,D} + \sum_{j=1}^{n-k} \Gamma_{FRET}^{ij,q}}$$

(5.35)
where \( j \) is a summation index for acceptors, and

\[
I_{i,j,q}^{\text{FRET}} = (\Gamma_{i,j,q}^{\text{FRET}})^6
\]

is the rate constant for FRET between single pairs of D and A at a distance \( r_{i,j,q} \). Note that, in the general case, the Förster distance varies from pair to pair of D and A due to different orientation factors (Eq. (2.39)). The FRET efficiency, Eq. (2.19), is also rewritten as:

\[
E_{i,k,n,q} = \sum_{j=1}^{n-k} \frac{I_{i,j,q}^{\text{FRET}}}{(\Gamma_{i,j,q}^{\text{D}} + \Gamma_{i,j,q}^{\text{nr,D}})} \Rightarrow \sum_{j=1}^{n-k} E_{i,j,q}
\]

where
\[ E_{i,j,q} = \frac{\Gamma_{i,j,q}^{FRET} / (\Gamma_{r,D} + \Gamma_{nr,D})}{1 + \sum_{j=1}^{n-k} \Gamma_{i,j,q}^{FRET} / (\Gamma_{r,D} + \Gamma_{nr,D})} \]  

is the pair-wise FRET efficiency between \( i \)-th donor and \( j \)-th acceptor.

By equating Eq. (5.35) and (5.37), and eliminating \( \sum_{j=1}^{n-k} \Gamma_{i,j,q}^{FRET} / (\Gamma_{r,D} + \Gamma_{nr,D}) \), we obtain an expression for the quantum yield of D in terms of FRET efficiency:

\[ Q_{i,k,n,q}^{DA} = Q^D \left( 1 - E_{i,k,n,q} \right). \]  

which is analogous to Eq. (2.56). Due to FRET with \( k \) donors, the excitation rate constant for \( j \)-th acceptor is increased by the sum of the contribution of each donor:

\[ \Gamma_{j,k,q}^{ex,AD} = \Gamma_{j,q}^{ex,A} + \Gamma_{j,q}^{ex,D} \sum_{i=1}^{k} E_{i,j,q}. \]  

By analogy to Eq. (5.39) and Eq. (5.40), the emission intensities of donors and acceptors excited with a wavelength \( \lambda_{ex} \) can be written as

\[ F_{n}^{DA}(\lambda_{ex}) = \Gamma_{n}^{ex,D} Q^D \left\{ [D]_T - \mu_n \sum_{k=1}^{n-1} \sum_{config,q} P_D^k P_A^{n-k} \sum_{i=1}^{k} E_{i,k,n,q} \right\} \]  

\[ F_{n}^{AD}(\lambda_{ex}) = Q^A \left\{ \Gamma_{n}^{ex,A}[A]_T + \Gamma_{n}^{ex,D} \mu_n \sum_{k=1}^{n-1} \sum_{config,q} P_D^k P_A^{n-k} \sum_{i=1}^{k} E_{i,k,n,q} \right\}. \]

Here, the summation with respect to \( k \) runs from 1 to \( n-1 \), excluding acceptors-only and donors-only oligomers in which FRET does not take place. \( \mu_n \) is the concentration of the oligomers of size \( n \), and


are the fraction of donor and acceptor concentrations in the oligomers, respectively.
The total concentration of donors and acceptors, \([D]_T, [A]_T\) can be written as

\[
[D]_T \equiv [D] + [D]_D + [D]_A = [D] + \mu_n n_P_D \\
[A]_T \equiv [A] + [A]_D + [A]_A = [A] + \mu_n n_P_A
\]  \tag{5.44}  \tag{5.45}

where \(n_P_D\) and \(n_P_A\) can be interpreted as the expectation values of the number of donors and acceptors within an oligomer.

By introducing the following notations:

\[
F_D^D(\lambda_{ex}) = \Gamma^{ex,D} Q^D[[D] + \mu_n n_P_D] = \Gamma^{ex,D} Q^D [D]_T
\]  \tag{5.46}

\[
F_A^A(\lambda_{ex}) = \Gamma^{ex,A} Q^A[[A] + \mu_n n_P_A] = \Gamma^{ex,A} Q^A [A]_T
\]  \tag{5.47}

\[
F_{n}^D(FRET) = \Gamma^{ex,D} Q^D \mu_n \sum_{k=1}^{n-1} \sum_{\text{config},q} p_D^k p_A^{n-k} \sum_{i=1}^{k} E_{i,k,n,q}
\]  \tag{5.48}

\[
F_{n}^A(FRET) = \Gamma^{ex,D} Q^A \mu_n \sum_{k=1}^{n-1} \sum_{\text{config},q} p_D^k p_A^{n-k} \sum_{i=1}^{k} E_{i,k,n,q}
\]  \tag{5.49}

Eq. (5.41) and (5.42) are rewritten as:

\[
F_{n}^{DA}(\lambda_{ex}) = F_D^D(\lambda_{ex}) - F_{n}^D(FRET)
\]  \tag{5.50}

\[
F_{n}^{AD}(\lambda_{ex}) = F_A^A(\lambda_{ex}) + F_{n}^A(FRET),
\]  \tag{5.51}

which are consistent with Eq. (5.31) and (5.32), and the apparent FRET efficiency defined by Eq. (5.33) and (5.34) can be obtained:

\[
E_{app}^{Dq} = \frac{\mu_n}{[D]_T} \sum_{k=1}^{n-1} \sum_{\text{config},q} p_D^k p_A^{n-k} \sum_{i=1}^{k} E_{i,k,n,q}
\]  \tag{5.52}

\[
E_{app}^{As} = \frac{\mu_n}{[A]_T} \frac{\epsilon_D}{\epsilon_A} \sum_{k=1}^{n-1} \sum_{\text{config},q} p_D^k p_A^{n-k} \sum_{i=1}^{k} E_{i,k,n,q}.
\]  \tag{5.53}
5.4.1.3 Extension to mixtures of multimeric complexes of different sizes and free monomers

Eq. (5.52) and (5.53) can be extended for the mixture of multimeric complexes of different sizes and monomers by taking summation over the size of complexes, \( n \):

\[
E_{app}^{Dq} = \frac{1}{[D]_T} \sum_n \mu_n \sum_{k=1}^{n-1} \sum_{\text{config},q} p_D^k p_A^{n-k} \sum_{i=1}^{k} E_{i,k,n,q} \tag{5.54}
\]

\[
E_{app}^{Ase} = \frac{1}{[A]_T} \varepsilon^D \sum_n \mu_n \sum_{k=1}^{n-1} \sum_{\text{config},q} p_D^k p_A^{n-k} \sum_{i=1}^{k} E_{i,k,n,q} \tag{5.55}
\]

where \( n = 1 \) returns the null summation over \( k \) corresponding to monomers with no FRET. \( \mu_n \) is the concentration of oligomers of size \( n \), and \([D]_T, [A]_T\) are the total concentrations of donors and acceptors in monomers and oligomers of all sizes. In experiments, the fractions of oligomers are unable to be observed, and thus, instead of \( P_D, P_A \) in Eq. (5.43), the fractions of the total donor and acceptor concentrations including monomers, \( X_D, X_A \), are measured:

\[
X_D = \frac{[D] + [D]_D + [D]_A}{[D] + [D]_D + [D]_A + [A] + [A]_A + [A]_D} = \frac{[D]_T}{[D]_T + [A]_T} \tag{5.56}
\]

\[
X_A = \frac{[A] + [A]_A + [A]_D}{[D] + [D]_D + [D]_A + [A] + [A]_A + [A]_D} = \frac{[A]_T}{[D]_T + [A]_T}.
\]

In analyses of this study, we substituted \( P_D, P_A \) with \( X_D, X_A \). We numerically tested the validity of this substitution, and confirmed that \( X_D, X_A \) were equivalent to \( P_D, P_A \) for a large number of molecules according to the law of large numbers. This substitution leads to the same fractions of donor and acceptor concentrations through all sizes of oligomers.
For the mixture of tetramers, dimers and monomers only, i.e., \( n = 1, 2, 4 \), which we considered in the present work, the apparent FRET efficiency per donor can be written as:

\[
E_{app}^D = \frac{\mu_2 \mathcal{E}_d + \mu_4 \mathcal{E}_t}{[D]_T} = \frac{\mu_2 \mathcal{E}_d + \mu_4 \mathcal{E}_t}{C_{tot}X_D}
\]  

(5.57)

where \( \mu_2, \mu_4 \) are the concentration of dimers and tetramers, \( c_{tot} = [D]_T + [A]_T \), is the total concentration of donors and acceptors, which is equal to the total concentration of molecules, i.e., \( \mu_1 + 2\mu_2 + 4\mu_4 \), and

\[
\mathcal{E}_d = \sum_{\text{config},q} P_D P_A E_q
\]  

(5.58)

\[
\mathcal{E}_t = \sum_{k=1}^{3} \sum_{\text{config},q} p_k^d p_A^{4-k} \sum_{i=1}^{k} E_{i,k,q} .
\]  

(5.59)

The total number of possible configurations in an oligomer can be calculated as:

\[
q_{total} = \sum_{k=0}^{n} q = \sum_{k=0}^{n} \frac{n!}{k! (n-k)!}
\]  

(5.60)

thus, \( q_{total} = 4 \) for dimers, and \( q_{total} = 16 \) for tetramers. However, acceptors-only and donors-only complexes can be excluded from the calculation of apparent FRET efficiency since no energy transfer takes place within them, hence, only two and fourteen configurations are taken into account in Eq. (5.58) and (5.59), respectively. Eq. (5.58) and (5.59) are interpreted as the expectation value of the sum of FRET efficiencies between all possible donor-acceptor pairs within the oligomers. In the case of the mixture of only dimers and monomers, i.e., \( n = 1, 2 \), the apparent FRET efficiency for the donors can be expressed as:
and only $\varepsilon_d$ is considered. The total number of possible configurations that needs to be taken into account remains two for dimers.

### 5.4.2 Computation of FRET efficiency

In most of the calculation steps of apparent FRET efficiencies, the data obtained from the MD simulations were used. The only exceptions are the fractions of donor (D) and acceptor (A) concentrations ($X_D$ and $X_A$), and the total concentration of D and A ($C_{tot}$) of a region of interest (ROI), all of which were experimentally obtained values for each ROI. We used Eq. (5.57)-(5.59) and Eq. (5.61) to calculate apparent FRET efficiencies. In summary, the calculation steps of FRET efficiencies for each binding orientation are as follows: (1) for all possible pairs of fluorescent tags within a tetramer, the time-averaged distances, and the time-averaged orientation factors of both D-A and A-D configurations were computed, and to calculate dimeric efficiency, the distance and the orientation factors of dimeric pairs within the tetramer were further averaged out, (2) a pairwise FRET efficiency of each D-A (A-D) pair within the tetramer was calculated individually by Eq. (5.4), and a pairwise FRET efficiency for a dimer was also calculated using the averaged distance and orientation factors of dimeric pairs within the tetramer, (3) the sum of FRET efficiencies for the tetramer, and for the dimer were computed by Eq. (5.58) and Eq. (5.59) with the pairwise FRET efficiencies calculated in step 2 and experimentally obtained $X_D$, $X_A$ values, (4) the dissociation constant of dimer-monomer interaction
$K_d$ and tetramer-dimer interaction $K_t$ were determined by fitting to experimental data such that the concentrations of the dimers $\mu_2$ and the tetramers $\mu_4$ in Eq. (5.57) accordingly produced the best fit apparent FRET efficiency for each ROI. Note that $K_d$ and $K_t$ values are associated with binding energies, and thus, common for all cells expressing various concentrations of receptors, while the total concentration of receptors $C_{tot}$, and the concentrations of the dimers $\mu_2$ and the tetramers $\mu_4$ vary from cell to cell, and even from region to region within a cell. In other words, the dissociation constants $K_d$ and $K_t$ determine the fractions of oligomers for a given total concentration of receptors of the ROI. In the following sections, experimental procedure and the details of fitting of experimental data are described.

### 5.5 Experimental procedures

**Fluorophore tagged muscarinic receptors**

The human M$_2$ muscarinic receptor was fused at the N-terminus to one of two fluorophores, i.e. either GFP$_2$ [8] or eYFP [9]. Placement of the fluorophores at the extracellular surface permitted their environment to be controlled with respect to pH. The fluorophore was preceded in each case by a signal sequence derived from the a7 subunit of the chicken nicotinic acetylcholine receptor (a7ss), which has been found to increase localization at the plasma membrane [24, 25]. Preparation of the fluorophore tagged forms of the M$_2$ receptors have been described previously [24]. Both constructs were verified by sequencing.
**Cell Culture**

Chinese hamster ovary (CHO) cells were grown in Dulbecco’s modified Eagle’s medium lacking sodium pyruvate, supplemented with fetal bovine serum (10%), L-glutamine (2 mM), penicillin/streptomycin (1%), and nonessential amino acids (1%). CHO cells were seeded in poly-d-lysine coated 35 mm glass bottom dishes (MatTek Corporation) at a density of 2000 cells/cm² and maintained at 37°C in a humidified environment with 5% CO₂. After 48 h, the cells were transfected with the plasmids containing the M₂-GFP₂ and M₂-YFP gene, added in different ratios of donor to acceptor (i.e., 3:1, 1:1, and 1:3). The total amount of DNA added to each dish was 2 µg throughout. The transfection procedure, similar to that described previously in Ma and Wells [26], consisted of diluting 8 µl Lipofectamine 2000 (Invitrogen) and 2 µg DNA separately in 250 µL of OptiMEM (Invitrogen). The two solutions were then mixed and incubated at room temperature for 20 min to allow for the formation of DNA-lipid complexes. Following the 20 minute incubation, the mixture was added to a dish containing cells. After another 24 h incubation, the medium in each dish was replaced with 1.5 mL OptiMEM and the dishes were taken for imaging.

**Fluorescence Imaging**

Fluorescence images of the CHO cells expressing M₂-GFP₂ and M₂-YFP were acquired using a spectrally-resolved two-photon microscope comprised of a Nikon Eclipse TiTM (Nikon Instruments Inc., Tokyo, Japan) inverted microscope stand and OptiMiS scanning/detection head obtained from Aurora Spectral Technologies.
(Milwaukee, WI). The scanning/detection head was modified to incorporate a line-scan protocol. An ultrashort-pulse laser (MaiTai™; Spectra Physics), which generates 100 fs pulses with center wavelengths tunable between 690 nm and 1040 nm and a full-width half maximum of ~7 nm, was used for fluorescence excitation. The excitation beam was focused to a line in the plane of the sample using an infinity-corrected, plan apochromat (N.A.=1.45), oil immersion objective (Nikon Instruments Inc.). The detection head, which has been described previously, utilized a non-descanned detection scheme in which the emitted fluorescence was projected through a transmission grating onto a cooled electron-multiplying CCD (EMCCD) camera (iXon X3 897, Andor Technologies). The number of spectral channels acquired simultaneously with each excitation scan was 200 with a spectral bandwidth ranging from 415 nm to 615 nm. The scanning head (laser beam scanning) and EMCCD camera (image acquisition) were controlled by the same computer using custom software written in house (in C++). Each micro-spectroscopic data set included a set of spectrally resolved images (440x300 pixels, 200 wavelengths per pixel) obtained at two different laser excitation wavelengths, i.e. 800 and 960 nm. Setting of the laser excitation wavelength and modulation of the laser power was fully automated and accomplished using a software which controlled the scanner and detection heads. Each excitation voxel in the field of view was illuminated with an average power of 0.28 mW and for a duration of 35 msec at both the 800 and 960 nm excitation scans.

**Determination of FRET Efficiency and Protein Concentrations**
Each pixel in a microspectroscopic scan of a CHO cell contained the full spectral identity of the oligomer/oligomers residing in the excitation voxel corresponding to that pixel. The measured elementary fluorescence spectra of GFP₂ and YFP were used to perform a spectral deconvolution and obtain the contributions of both to the fluorescence spectrum of each individual pixel [27]. The pixel level values of the GFP₂ and YFP contributions were used to calculate the apparent FRET efficiency, $E_{\text{app}}$, for each pixel in the scan, according to Raicu et al. [27]. A region of interest (ROI), was demarcated on each of the FDA fluorescence intensity maps for each cell in a field of view. The FRET efficiency values from each of the pixels falling within a single ROI were organized into a histogram plot of bin width equal to 0.01. Fluorescence measurements of GFP₂ and YFP protein standard solutions were used to calibrate the pixel level fluorescence values of GFP₂ and YFP and calculate the number of GFP₂ and YFP molecules for each image pixel, according to a protocol which have been described in detail elsewhere. Since each M₂ is fused to a single fluorophore, the total M₂ concentration ($C_{\text{tot}}$) for a given pixel was determined simply by the sum of the GFP₂ and YFP molecule concentrations, i.e., $[D]_T + [A]_T$, in the corresponding pixel. We probed ~500 ROIs in total, and obtained a single histogram for each of them. The total M₂ concentrations in the ROIs ranged from ~20 to 50,000 receptors/µm², and the majority of the FRET efficiency peaks were distributed within a range 0.1 to 0.42. For the conversion of the measure of concentrations from the pixel level to a conventional unit, we used the axial cross section of the focal volume of the microscope using the diffraction-limited lateral ($\omega_{xy}$)
and axial ($\omega_z$) $e^{-1}$ radii of the illumination point spread function obtained from the approximation to Gaussian function, and a correction value proposed by Zipfel et al. [28]. Then, the focal area per pixel is calculated as follows:

$$S = \frac{\pi \omega_{xy} \omega_z}{(0.68)^{2/3}}$$

(5.62)

where $\omega_{xy} = 0.131$ μm, $\omega_z = 0.283$ μm for our optical setup.

5.6 Simulations-based fitting of experimental data

Experimentally obtained FRET efficiency histograms were fitted to the apparent FRET efficiencies obtained from the MD simulations of each binding orientation. We used the simulated annealing algorithm [29] for the fitting. Since we had multiple histograms to fit, both a residual, $\epsilon_j$, for a fitting to a single histogram of $j$-th ROI, and a total residual, $\epsilon_{total}$, as the sum of individual fittings, were computed:

$$\epsilon_j = \left( \frac{1}{b} \sum_{i=1}^{b} \left[ f(X_i) - f^{exp}(X_i) \right]^2 \right)^{1/2} \quad \text{for } j\text{-th ROI}$$

(5.63)

where $b$ is the number of bins of a histogram, which is normally a hundred since FRET efficiency ranges from zero to a hundred percent, and

$$\epsilon_{total} = \left( \frac{1}{N} \sum_{j=1}^{N} \epsilon_j^2 \right)^{1/2}$$

(5.64)

where $N$ is the total number of ROIs.

As a fitting function, we adopted a Gaussian function, in which the center of
the peak is denoted by an apparent FRET efficiency:

\[ f(X) = A \exp \left[ -\frac{(X - E_{app})^2}{2\sigma^2} \right] \]  

(5.65)

where \( A, \sigma \) are the fitting parameters.

Using the equations above, first, to determine the most probable quaternary structure and the binding interfaces of \( M_2 \) receptor, ROIs with \( C_{tot} \geq 6,500 \) receptors/\( \mu \text{m}^2 \) were fitted to the model of the mixture of tetramers and dimers only, based on an assumption of a very low fraction of monomers in such high receptor concentrations. Then, using the best fit structure, all ROIs were fitted to the model of the mixture of tetramers, dimers and monomers, to refine the fitting parameters, i.e., dissociation constants. The results are described in the next chapter.
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Chapter 6. Determination of the binding interfaces of M<sub>2</sub> receptors

The hypothesis to be tested in this chapter is that, like other GPCRs, the M<sub>2</sub> muscarinic receptor forms dimers that associate reversibly to form rhombus (or parallelogram)-shaped tetramers. The geometrical model in this study will be formulated such that, if M<sub>2</sub> forms no tetramers or if a fraction of dimers dissociates into monomers, then the method of analysis will return zero concentration of tetramers and the appropriate concentration of dimers. In this chapter, the results of MD simulations and their fitting to experimental data are presented. In addition, we discuss our results in the context of existing literature on GPCRs structure and function.

6.1 Results from MD simulations of fluorescent tags

For each configuration of the M<sub>2</sub> tetramer, we performed six simulations of the dynamics of fluorescent protein tags with linkers attached to them at one end and fixed at the other end. Duration of each simulation was 1 µs with the use of MARTINI coarse-grained (CG) model. When considered relative to the timescale corresponding to the atomic-resolution case, the duration of our simulations is four times as long, because the MARTINI dynamics is faster than the all-atom (AA) dynamics, due to much smoother interactions of CG beads compared to atomistic interactions. Therefore, six 1 µs CG simulations correspond to 24 µs AA simulations. We used only the last half of each trajectory to compute geometrical properties of the
configuration in the steady-state.

Table 6.1 shows the geometrical properties of M₂ tetramers we simulated: distances between N-termini, C-termini and between the centers of mass (COM) of receptors. We used “g_dist” tool implemented in GROMACS [1] that calculates the distance between the centers of mass of given two groups. For the N- and C-termini distances, we measured the distances between Thr20 and Leu455 of the M₂ receptors, respectively. The receptors within the tetramers are denoted by \( p_{11}, p_{12}, p_{21}, p_{22} \) as shown in Figure 5.1(A). Since our model of a tetramer is a parallelogram, the distances at the opposite sides are equal.

<table>
<thead>
<tr>
<th>( \theta ) (degrees)</th>
<th>N-termini (nm)</th>
<th>C-termini (nm)</th>
<th>COM (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( p_{11}p_{12} )</td>
<td>( p_{11}p_{21} )</td>
<td>( p_{11}p_{12} )</td>
</tr>
<tr>
<td>-135</td>
<td>3.13</td>
<td>4.25</td>
<td>2.38</td>
</tr>
<tr>
<td>-90</td>
<td>5.06</td>
<td>4.79</td>
<td>4.34</td>
</tr>
<tr>
<td>-45</td>
<td>8.10</td>
<td>4.78</td>
<td>8.02</td>
</tr>
<tr>
<td>-37.5</td>
<td>7.85</td>
<td>4.85</td>
<td>13.1</td>
</tr>
<tr>
<td>-30</td>
<td>7.55</td>
<td>4.97</td>
<td>8.34</td>
</tr>
<tr>
<td>-15</td>
<td>7.33</td>
<td>4.11</td>
<td>8.33</td>
</tr>
<tr>
<td>0</td>
<td>7.26</td>
<td>4.00</td>
<td>8.38</td>
</tr>
<tr>
<td>15</td>
<td>7.61</td>
<td>3.98</td>
<td>8.63</td>
</tr>
<tr>
<td>30</td>
<td>8.06</td>
<td>4.30</td>
<td>9.10</td>
</tr>
<tr>
<td>90</td>
<td>4.14</td>
<td>5.08</td>
<td>5.92</td>
</tr>
<tr>
<td>135</td>
<td>3.58</td>
<td>5.10</td>
<td>4.60</td>
</tr>
<tr>
<td>180</td>
<td>0.89</td>
<td>5.00</td>
<td>0.77</td>
</tr>
</tbody>
</table>

The distances between N-termini (the positions at which the fluorescent tags were anchored) deviate from those between COM, depending on receptor orientations.
When N-termini are at around the opposite positions from the binding sites, the deviation is the largest being nearly the same distance as that between COM. Table 6.2 shows average distances between fluorescent tags measured at COM of chromophores. The average values for each protomer orientation were calculated over the six simulations, using the last half of trajectory from each of them to employ quantities in equilibrium. Because of flexibilities of the linkers, the fluorescent tags have degrees of freedom for moving around the N-termini of the receptors, and hence the distances between the tags are not exactly equal to either those between N-termini or those between COM of the receptors. Figure 6.1 shows a comparison, for each binding orientation, of the average distances between N-termini and COM of M2.

Table 6.2  Distances between COM of chromophores of fluorescent tags.

<table>
<thead>
<tr>
<th>θ(degrees)</th>
<th>$p_{11}p_{12}$</th>
<th>$p_{11}p_{21}$</th>
<th>$p_{12}p_{22}$</th>
<th>$p_{21}p_{22}$</th>
<th>$p_{11}p_{22}$</th>
<th>$p_{12}p_{21}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-135</td>
<td>4.56</td>
<td>6.44</td>
<td>6.57</td>
<td>5.23</td>
<td>8.49</td>
<td>4.57</td>
</tr>
<tr>
<td>-90</td>
<td>5.64</td>
<td>4.55</td>
<td>5.84</td>
<td>5.74</td>
<td>8.63</td>
<td>4.37</td>
</tr>
<tr>
<td>-45</td>
<td>6.80</td>
<td>4.48</td>
<td>4.93</td>
<td>7.21</td>
<td>8.37</td>
<td>4.43</td>
</tr>
<tr>
<td>-37.5</td>
<td>6.76</td>
<td>4.96</td>
<td>5.16</td>
<td>7.85</td>
<td>8.97</td>
<td>6.28</td>
</tr>
<tr>
<td>-30</td>
<td>6.65</td>
<td>5.84</td>
<td>4.76</td>
<td>6.50</td>
<td>8.96</td>
<td>5.67</td>
</tr>
<tr>
<td>-15</td>
<td>5.45</td>
<td>4.56</td>
<td>4.18</td>
<td>5.95</td>
<td>6.97</td>
<td>7.57</td>
</tr>
<tr>
<td>0</td>
<td>5.56</td>
<td>4.72</td>
<td>5.06</td>
<td>6.28</td>
<td>8.11</td>
<td>6.30</td>
</tr>
<tr>
<td>15</td>
<td>5.63</td>
<td>4.49</td>
<td>4.81</td>
<td>5.78</td>
<td>6.42</td>
<td>6.88</td>
</tr>
<tr>
<td>30</td>
<td>6.08</td>
<td>5.23</td>
<td>4.07</td>
<td>5.88</td>
<td>7.28</td>
<td>6.85</td>
</tr>
<tr>
<td>45</td>
<td>6.58</td>
<td>5.32</td>
<td>4.35</td>
<td>5.66</td>
<td>8.43</td>
<td>5.56</td>
</tr>
<tr>
<td>90</td>
<td>3.95</td>
<td>5.72</td>
<td>5.26</td>
<td>4.97</td>
<td>5.69</td>
<td>7.19</td>
</tr>
<tr>
<td>135</td>
<td>4.35</td>
<td>5.60</td>
<td>6.00</td>
<td>4.11</td>
<td>6.03</td>
<td>7.10</td>
</tr>
<tr>
<td>180</td>
<td>4.65</td>
<td>5.81</td>
<td>5.18</td>
<td>4.70</td>
<td>7.02</td>
<td>6.32</td>
</tr>
</tbody>
</table>
receptors over dimeric pairs within a tetramer, i.e., \((p_{11}, p_{12})\) and \((p_{21}, p_{22})\) pairs, and the average distances between COM of fluorescent chromophores fused to the dimers. In the range of \(-45^\circ\) to \(45^\circ\), there is a clear tendency that the fluorescent tags fall between the N-termini and COM of the receptors on average, whereas such a trend cannot be seen in the other range. We observed in the simulations that although the receptors, and hence the N-termini, were positioned in the shape of a parallelogram, the fluorescent tags were not configured in the same manner because of the flexibilities of the linkers. For several protomer orientations, the difference in the distances between fluorescent tags and between COM of M\(_2\) receptors exceeds 2 nm, which is large enough to misestimate a distance between receptors tagged by

Figure 6.1  Plot of average distance of a dimer for each binding orientation. Average distances between N-termini and the centers of mass (COM) of M\(_2\) receptors over dimeric pairs within a tetramer, are shown as white-triangles and white-circles, respectively. Average distances between COM of fluorescent chromophores fused to the dimeric pairs of the receptors, are represented by black-triangles.
fluorescent proteins with linkers. Therefore, one needs to take into account the binding orientation of receptors for accurate estimation of their distances. For a dimeric conformation, where positions of N-termini of the protomers, to which the fluorescent tags are anchored, are apart from each other, a resultant FRET efficiency might be smaller than that of a dimer where N-termini are closely situated, even when there is no significant difference in distances between the protomers. In addition, we observed that the orientation factors deviated from the isotropic average, 0.67, in most of the cases. Hence, contributions of both protomer orientations and orientation factors to FRET efficiency should be incorporated in analysis of experimental data. All data of MD simulations can be found in Appendix.

6.2 Determination of the most probable quaternary structure of M₂ receptor by fitting to FRET data

We fitted the simulated configuration models to experimentally obtained FRET data. For the calculations of apparent FRET efficiencies with the simulated data, total concentrations of receptors in the regions of interest (ROI), and donor and acceptor concentrations were provided from the experimental data, and substituted into Eqs. (5.56)-(5.59). First, we chose 153 histograms of ROI which had high concentrations of M₂ receptor ($C_{tot} \geq 6,500$ receptors/µm²) to determine the most probable quaternary structure of M₂ receptor. The mixture of only tetramers and dimers were fitted to the histograms assuming that a fraction of monomers was
considerably low in such high concentrations of receptors. Fitting residuals were calculated by Eq. (5.65). The dissociation constant of tetramers, $K_t$, the amplitude and the width of Gaussian were fitting parameters. $K_t$ was set to be a common parameter for all ROIs, while the amplitude and the width of Gaussian function were determined for each histogram independently. Figure 6.2 shows a plot of the fitting residuals of all conformations. As seen in the plot, the residual drops sharply at $\theta = -45^\circ, -37.5^\circ, -30^\circ$, indicating that those structures are the most probable oligomeric structures of the M2 receptor among the examined configurations. The fitting results showed that 90 to 95% receptors form dimers while 5 to 10% form tetramers on average. Since these three orientations are separated only within $15^\circ$, their oligomeric structures are similar, and thus, the fitting residuals of these three
configurations are comparable: 19.29, 19.26, 19.38, respectively, where that of θ = −37.5° is slightly lower than the others. Although the exact protomer orientation is unable to be determined at this point, a remarkable fact is that all of the three structures involve TM4 at dimeric binding interface.

To refine the fitting parameter, i.e., the dissociation constant of tetramers $K_t$, and to determine the dissociation constant of dimers $K_d$, we fitted the mixture of tetramers, dimers and monomers of the configurations of θ = −45°, −37.5°, −30° to all ROIs (~500 histograms) including low concentrations of receptors. Again, $K_t$ and $K_d$ values are the common parameters for all ROIs. Table 6.3 shows the fitting result of each configuration with $K_t$ and $K_d$ values, and average fractions of receptors existing as tetramers and dimers. Although the fitting residuals are similar, the lowest residual is obtained again at $\theta = −37.5°$. The calculated binding energies of

<table>
<thead>
<tr>
<th>$\theta$ (degrees)</th>
<th>Residual</th>
<th>$K_t$ (μm$^{-2}$)</th>
<th>$K_d$ (μm$^{-2}$)</th>
<th>$4\mu_4/C_{tot}$</th>
<th>$2\mu_2/C_{tot}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-45</td>
<td>10.55</td>
<td>$1.32 \times 10^5$</td>
<td>4.45</td>
<td>$4.32 \times 10^{-2}$</td>
<td>0.920</td>
</tr>
<tr>
<td>-37.5</td>
<td>10.45</td>
<td>$1.60 \times 10^5$</td>
<td>7.12 $\times 10^2$</td>
<td>$2.76 \times 10^{-2}$</td>
<td>0.647</td>
</tr>
<tr>
<td>-30</td>
<td>10.53</td>
<td>$2.09 \times 10^5$</td>
<td>4.74 $\times 10^2$</td>
<td>$2.33 \times 10^{-2}$</td>
<td>0.694</td>
</tr>
</tbody>
</table>

Table 6.3 The fitting results of the mixture of tetramers, dimers and monomers of the most probable quaternary structures of M$_2$ receptor to all regions of interest (ROI).

<table>
<thead>
<tr>
<th>$\theta$ (degrees)</th>
<th>$\Delta G_t$ (kcal/mol)</th>
<th>$\Delta G_d$ (kcal/mol)</th>
<th>$\tau_{1/2,t}$ (s)</th>
<th>$\tau_{1/2,d}$ (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-45</td>
<td>−1.47</td>
<td>−7.47</td>
<td>$2.94 \times 10^{-5}$</td>
<td>$6.18 \times 10^{-1}$</td>
</tr>
<tr>
<td>-37.5</td>
<td>−1.36</td>
<td>−4.51</td>
<td>$2.42 \times 10^{-5}$</td>
<td>$3.86 \times 10^{-3}$</td>
</tr>
<tr>
<td>-30</td>
<td>−1.20</td>
<td>−4.75</td>
<td>$1.86 \times 10^{-5}$</td>
<td>$5.80 \times 10^{-3}$</td>
</tr>
</tbody>
</table>

Table 6.4 Binding energies and half-life times of tetramers and dimers determined by the fitting to all regions of interest (ROI).
tetramers, $\Delta G_t$, and dimers, $\Delta G_d$, and the corresponding half-life times, $\tau_{1/2}$, are listed in Table 6.4.

For all three configurations, $K_t$ values are found to be very large ($\sim 10^5 \mu m^{-2}$), indicating weak interactions between dimers. The absolute binding energy of $\sim 1.3$ kcal/mol between dimers is comparable with the thermal energy at physiological temperature (0.8-1 kcal/mol), and hence, tetramers may dissociate to dimers very rapidly with the half-life time of the order of 10 µs. On average, 2-4% of receptors exist as the transient tetramers. The configuration of $\theta = -45^\circ$ shows the low $K_d$ value, while the configurations of $\theta = -37.5^\circ, -30^\circ$ show the $K_d$ values on the order of $10^2 \mu m^{-2}$, resulting in relatively weaker interactions between monomers at $\theta = -37.5^\circ, -30^\circ$. The half-life time of dimers ranges from 4 ms to 600 ms, and, on average, 65-90% fraction of receptors exist as dimers. These observations indicate that the M2 receptor form dimers, and transiently associate to form tetramers. Figure 6.3 shows fractions of tetramers, dimers and monomers of the configuration of $\theta = -37.5^\circ$ for the entire range of the total receptor concentrations, $C_{tot}$, obtained by the fittings to all ROIs. Interestingly, the fraction of tetramers increases almost linearly, while those of dimers and monomers draw sharp curves. The fraction of dimers increases rapidly as the total receptor concentration increases, reaching the maximum of $\sim 80\%$ at $C_{tot} \sim 10^4 \mu m^{-2}$, and then, gradually decreases, which indicates that some portion of dimers associate to form tetramers. These curves are, by definition, consistent with the solutions to a system of equations (Eqs. (5.7)-(5.9)) with respect to the concentrations of tetramers, dimers and monomers with corresponding $K_t,K_d$ values.
determined by the fittings (Table 6.3).

Since the lowest residual among these three configurations was observed at $\theta = -37.5^\circ$ in the fittings to both high concentration and all concentration regions, this configuration may be considered as a representative quaternary structure of the $M_2$ receptor, which fits the experimental data the most nicely. Figure 6.4 and Figure 6.5 show the configuration of $\theta = -37.5^\circ$ in ribbon representation, and in contact surface representation showing electrically charged residues. The extracellular end of TM4 is involved in dimerization, and TM1/3 are involved in forming a tetramer. At the intracellular side, positively charged residues are in contact at the tetrameric binding interface, which might be implicated in the weak interaction between dimers.

Figure 6.3  Fractions of receptors existing as tetramers, dimers, and monomers, obtained for the configuration of $\theta = -37.5^\circ$. Fractions in each region of interest (ROI) are plotted against a given total concentration of receptors, $C_{\text{tot}}$, on a log scale.
Figure 6.4  The configuration of protomer orientation of $\theta = -37.5^\circ$. (A) The tetrameric configuration, viewed from extracellular surface of membrane, is shown with binding interfaces; TM4 is involved in dimerization, and TM1/3 are involved in forming a tetramer. (B) Top view (left, seen from extracellular surface), side view (middle), bottom view (right, seen from intracellular surface) of a dimeric configuration are shown.

Figure 6.5  The charged residues in tetrameric configuration of protomer orientation of $\theta = -37.5^\circ$. Positively charged residues are shown in blue, and negatively charged residues are shown in red, viewed from (A) extracellular surface, and (B) intracellular surface of membrane.
Figure 6.6  Amino acid residues involved in bindings of a dimer and a tetramer of protomer orientation of $\theta = -37.5^\circ$. Interface residues are shown as sticks in yellow, TM domains are shown as grey ribbon overlapped with hydrophobicity surfaces, where hydrophobic residues are shown in red. (A) An extracellular view. Interactions between W162, I165, V166 in TM4 of protomers are involved in dimerization. Interactions between L91 in the extracellular loop (ECL1) and V94, V95, L98 in TM3 are involved in a tetrameric binding interface. (B) An intracellular view. All interface residues are involved in forming a tetramer. There is a hydrogen bond observed between V50 in TM1 and K138 in TM4 as shown in top-right panel. Interface residues were found by using a script of “interfaceResidue” available at PyMOLWiki [2].
Figure 6.6 shows amino acid residues involved in these binding interfaces as yellow sticks (Interface residues were found by using a script of “interfaceResidue” available at PyMOLWiki [2]). Interactions between W162, I165, V166 in TM4 of protomers are involved in dimerization. Many residues are involved in forming an M₂ tetramer: interactions between L91 in the extracellular loop (ECL1) and V94, V95, L98 near the extracellular end of TM3, interactions between K49, V50 in TM1 and K138 in TM4, and contacts between Y122 in TM3, V204, W207, H208, R211 in TM5, and K453, H454, L456 in Helix8. A hydrogen bond was found between V50 in TM1 and K138 in TM4 at the tetrameric binding interface. W162, I165, V166 in TM4, and V94, V95, L98 in TM3, known as hydrophobic amino acid residues, are positioned at the extracellular ends of the transmembrane domains, and hence, they might be exposed to outside of a membrane bilayer, and aggregate by hydrophobic interactions. There does not seem any reasonable interactions between TM3, TM5, and Helix8 at the intracellular side of the tetrameric binding interface. They might be just in contact due to a close proximity of dimers.

6.3 Discussion

In this study, we performed molecular dynamics (MD) simulations of fluorescent tags in several configurations, which correspond to the protomer orientations within M₂ tetramers of open model, to examine the quaternary structure of the M₂ muscarinic acetylcholine receptor. We found that FRET efficiency fit the experimental data when the protomers within a tetramer were orientated at $\theta =$
−37.5°. Similar results of the nearby orientations of $\theta = -45°$ and $30°$ indicate that these results were not obtained by chance, and that the method of combining MD simulations with FRET spectrometry aids to find a protomer orientation within a GPCR oligomer in living cell. An advantage of this method is not only the determination of the protomer orientations, but also the determinations of the fractions of oligomers for a given receptor concentrations, and the dissociation constants of dimers and tetramers in the membrane, and hence, the binding energies between monomers and dimers, and possibly the half-life times of the oligomers if the diffusion coefficient of the receptor is known. These quantitative evaluations are considered to be important for understanding the time dependence and the spatial spreads of the receptor-triggered signals; they are required for quantitative modeling based on exact quantifications for the fundamental and mechanistic understanding of the signal transduction in the plasma membrane [3].

We found that the half-life times of dimers and tetramers are on the very short timescale (milliseconds and microseconds, respectively), indicating that monomers, dimers and tetramers might be in dynamic equilibrium in living cells, which agrees with a study of M₁ receptor by single video imaging with total internal reflection microscopy (TIR-FM) [4], where the transient formation and dissociation of M₁ receptor dimers were detected at physiological expression level (~2 receptors/µm²). Although the lifetime of dimers measured to be ~500 ms is one hundred fold longer than the lifetime of dimers we found for the configuration of $\theta = -37.5°$, their
measurements were based on temporal and spatial resolutions of ~ 30 ms and ~ 20 nm, which are much higher than the life time we found and the dimension of the receptor, and thus, it is possible that the lifetime was over estimated. In addition, the fluorescent ligands they used might have stabilized the receptors in a dimeric form. Another study of M₂ receptors, where the same method as above was used, suggested that the majority of M₂ receptors exists as monomers, and no evidence was found for higher oligomeric states at the receptor concentration of ~3 receptors/µm² [5]. This is consistent with our finding that the fractions of tetramers and dimers are less than 10% at low receptor concentrations (Figure 6.3).

In the configuration of $\theta = -37.5^\circ$, TM4 was found to be involved in dimerization. It is not surprising that TM4 was also involved in dimeric binding interfaces of the configurations of $\theta = -45^\circ$ and $-30^\circ$, which also showed the low fitting residuals, since these configurations are separated by small angles. It should be noted that only these three configurations, among the structures we tested, involve TM4 in a dimeric interface. TM4 has been suggested as a binding domain of many GPCRs, such as the $\beta_1$-adrenoceptor, rhodopsin, and the dopamine D₂ receptor [6-8]. A recent study by cystein cross-linking method suggested binding interfaces of M₃ muscarinic receptor involving TM4-TM5-intracellular loop (ICL) 2, and TM1-TM2-Helix8 [9]. We found that the structural model of a dimer they suggested for the TM4-TM5-intracellular loop (ICL) 2 binding interface, was very similarly oriented to the configuration of $\theta = -37.5^\circ$, although our configuration did not have contacts at ICL2.
Considering that our models were constructed without any bias of GPCR oligomeric binding interfaces, this agreement would be an additional support for our resultant structure. In this study, we did not consider the tilt of the M2 receptor about the lateral axis of a membrane bilayer, hence, not having contacts at ICL2 might not exclude our model. TM1-TM2-Helix8 has been observed very often in binding interfaces of GPCRs [6, 10-14], however, we did not see a noticeable result for the configuration that had a binding interface involving TM1 and Helix8. There might be an influence of the fluorescent tags attached to N-termini of the receptors that prevents the receptors from oligomerizing involving TM1; the influence of tagging fluorescent proteins on structures and functions of receptors has been still disputed.

There are TM1-TM4 contacts at the tetrameric binding interface between dimers. A hydrogen bond was observed between Val50 (TM1) and Lys138 (TM4), which might stabilize a tetrameric form of the M2 receptor. We also identified that the cholesterol-binding site, detected in the crystal structure of β1-adrenoceptor [15], was located on the binding surface between two dimers. It was suggested that cholesterol was able to bind to 44% of class A (rhodopsin-like) GPCR at the cleft formed by TM1, TM2, TM3 and TM4, and was capable of increasing the packing interactions for the helices and enhancing the thermal stability of the receptor [14]. Hence, it might be possible that cholesterol binds to the clefts between TM1-TM4, and stabilize dimers so that they can form a tetramer. A role of cholesterol upon GPCR oligomerization and functioning has been actively debated. It has been suggested that
cooperativity in the M$_2$ receptors may be regulated by cholesterol [16, 17]. In addition, cholesterol has been predicted to mediate interactions between transmembrane domains for the M$_3$ and the $\beta_2$-adrenogenic receptor [18, 19].

In the current study, we found the most probable quaternary structure of the M$_2$ receptor in dimeric and tetrameric forms, by using MD simulations and FRET spectrometry. However, this method has a limitation. One needs to run as many/long MD simulations as possible if the determination of a structure at a high resolution is required, and it is normally computationally expensive because there are a lot of degrees of freedom of constructing an oligomeric form of a receptor depending on its oligomeric size. It would be impossible to test all degrees of freedom, hence, it is required to introduce some constraints into the model. In this study, we examined the so-called open model, where receptors were symmetrically oriented to each other within an oligomer. In addition, we maintained the normal axis of receptors to a membrane surface for all orientations, however, there is no clear evidence that a membrane protein does not tilt within a membrane upon oligomerization. It might also change its conformation. These possibilities are not observable in this method unless they are examined intentionally to detect. To minimize artifacts arising from the constraints, structural models must be well-established keeping consistency and tested thoroughly so that they are able to be compared with both experimental data and each other, as we did in this study. Although there is still room for improvement, we believe that this method will provide a new insight to a study of GPCR
oligomerization.
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Chapter 7. Theory of relaxation in fractal structures

7.1 Introduction

The study of relaxation in physical systems, such as those studied by dielectric, mechanical and nonlinear optical spectroscopy [1, 2], is an active area of research that is still insufficiently developed for the case of complex systems, particularly those presenting hierarchical organization. Although it is currently firmly established that the dielectric behavior of systems of coupled dipoles or systems with complex structures deviates markedly from classical Debye (in the frequency domain) or pure exponential decay (in the time domain) [3, 4], the exact ways in which these deviations occur and their significance are still debated issues. Another major challenge is that, although the time- and frequency-domain descriptions should be related to one-another, it is rather difficult to formulate these relationships more than in general terms, except perhaps for the pure Debye case. Here we propose a unified approach to this longstanding problem, which has been originally introduced for physical description of systems of dipoles that interact not only with an external field but also with one another, such as systems that present hierarchical relationships between their parts, also known as fractals [3]. Upon adequate re-interpretation of the concept of relaxation, the proposed approach will also facilitate new insights into the behavior of complex systems from apparently unrelated scientific disciplines, and provide an adequate mathematical framework for such disparate phenomena as recombination of CO to Mb in time-resolved laser spectroscopy [5], collaboration between actors [6], distribution of income in large populations of humans [7-9] – an
old problem dating back to Pareto's famous work [10] —, and nonlinear fluorescence decay [11-13]. Although so different from one another, these problems share a common feature: that of combining common exponential relaxation with a non-exponential (often, power law) tail that stretches over several decades of time (or equivalent dimension); in the frequency domain, these correspond to non-Debye dispersion functions.

In this chapter, the objective of this study and an overview of fractals are presented first. Then, the mathematical formulation of relaxation processes in fractal structures, in the form of a system of differential equations, and its analytical solutions, are described. In the next chapter, we will take a look at an application of fractal relaxation to a physical problem of dielectric relaxation. Our approach opens the door to applying systems of kinetic equations to modeling a wide array of relaxation processes in nature, which traditionally have posed challenges to theoretical modeling based on first principles. How this approach might be possibly applied to fluorescence decay is suggested in Chapter 8.

7.1.1 Objectives

This study aims at finding a theoretical formulation for relaxation processes in fractal structures, which explains the non-exponential decay often observed in the real world. We analytically approached relaxation processes in fractal structures starting from a kinetic model following a Cantorian tree and equations linking the
change in the number of particles (such as electrical charges) populating each branch of the tree, caused by transfer to other branches or directly to the ground state. We solved the resulting system of differential equations in several cases depending on the relative difference in the rate of transfer in branches. As a physical application, we used one of the solutions to the problem of dielectric relaxation by calculating the so-called cumulative distribution function of the particles, which, in relaxation parlance, is the same as the relaxation function of the fractal tree.

7.1.2 Introduction to fractals

A “fractal” represents a geometrical pattern that has a self-similarity across different scales; the same or similar pattern appears at any scale. Such a pattern can be created by iterations of a simple process. Some examples are illustrated in Figure 7.1. Fractals can be found in nature, spanning a huge range of scales. For instance, the branching of trees, the tiny branching of our blood vessels and neurons, lightning bolts, and river networks. Spirals of hurricanes and galaxies are also considered to be fractal. Algebraic fractals such as the Mandelbrot Set can be generated by a computer program calculating a simple equation repeatedly. The study of fractals has a long history from the 17th century, but the concept of fractals had not been widely recognized until Benoit Mandelbrot solidified preceding works and introduced striking computer-constructed visualizations in his seminal work on fractals in the 1960s and 70s. A fractal pattern is mathematically characterized by its non-differentiability, which Mandelbrot emphasizes in his book by quoting J. Perrin’s
eloquent and detailed explanations of findings in his study on Brownian motion [14].

![Figure 7.1 Examples of fractals. Top four figures illustrate how self-similar patterns are created by removing or replacing a segment repeatedly from left to right. They are known as, from the top, the Gosper island, Koch snowflake, box fractal, Sierpiński sieve. Bottom: Barnsley's fern (left), and Mandelbrot set (right). Figure reproduced from [15].](image)

The feature of self-similarity results in fractional dimensions that exist in between our familiar, i.e., Euclidean, dimensions. The fractal dimension, $D_f$, can be
expressed as [16]:

\[ D_f = \frac{\ln r}{\ln s}. \]  

(7.1)

In this expression, \( s \) represents the linear scaling (or magnification) factor, and \( r \) is the scaling factor for the high-dimensional manifold. For a fractal pattern drawn in Euclidean two-dimensional space, these scaling factors are related to its side length \( a \), perimeter \( P \), area \( A \), and magnification steps \( n \) as:

\[ a_n = s^n a_0 \]  

(7.2)

\[ P_n = s^n P_0 \]  

(7.3)

\[ A_n = r^n A_0 \]  

(7.4)

where the subscript 0 denotes a value in the initial size of the structure, i.e., zero magnification. An example for the Sierpinski carpet is shown in Figure 7.2. The

\[
\begin{align*}
n = 0 & \quad a_0 = a_0 \\
 & \quad P_0 = 4a_0 \\
 & \quad A_0 = a_0^2 \\
n = 1 & \quad a_1 = 3a_0 = 3^1 a_0 \\
 & \quad P_1 = 12a_0 = 3^1 P_0 \\
 & \quad A_1 = 9a_0^2 = 3^2 A_0 \\
n = 2 & \quad a_2 = 9a_0 = 3^2 a_0 \\
 & \quad P_2 = 36a_0 = 3^2 P_0 \\
 & \quad A_2 = 64a_0^2 = 8^2 A_0 \\
\end{align*}
\]

Figure 7.2 Geometrical quantities of the Sierpinski carpet for magnification \( n = 0, 1, 2 \). Side length, perimeter, and area are represented by \( a, P, A \). A subscript denotes a magnification. Zero magnification indicates a value in the initial size (left).
Sierpinski carpet can be constructed from a square, which is magnified by a factor of three, and cut into nine congruent sub-squares, and the one in the middle is removed. For higher magnifications, the same procedure is recursively applied to the remaining squares following a magnification. From the figure, one can notice that the scaling factor for the dimensional manifold \( r \) represents the number of self-similar pieces in a magnified pattern. For the Sierpinski carpet, \( s = 3, r = 8 \), and thus, its fractal dimension is:

\[
D_f = \frac{\ln 8}{\ln 3} \approx 1.89 ,
\]

which reflects the removal of the middle square at each scale, resulting in a lower dimension than that of a plane in Euclidean space.

Fractal patterns are used to describe complex biological structures and systems. For example, an extension of the Sierpinski carpet to three-dimensional space is called the Menger triadic sponge [14], which is composed of a number of

![Menger Sponge](image)

Figure 7.3 The Menger sponge for magnification \( n = 0,1,2 \). Figures were generated by Wolfram|Alpha [17].
congruent cubes with fractal dimension of 2.726 (Figure 7.3). The Menger sponge with a finite number of generations of cubes is used as a model of the structure of body organs such as the liver [16, 18-20]. The liver cells, or hepatocytes, are aggregated and highly twisted and interconnected to form large percolation clusters in three dimensions, and hence the Menger sponge is considered as a good model for the percolation of fluids through the liver [16].

Another example is the Cantor bar, which is constructed by cutting a line into three segments with the same length, removing the middle one, and repeating the same steps for the remaining segments (Figure 7.4). Its fractal dimension is 0.631, which is less than that of a line due to the missing segments. Applications of the Cantor bar to tree-like structures and rough interfaces can be found in many fields, such as physics [21], geology and geophysics [22], biophysics and physiology [3, 23-25]. In biophysics, the Cantorian trees and interface are typically used as models of the vascular and bronchial trees in lungs, and the rough, highly folded plasma membrane of the hepatocyte [16]. The Cantorian fractal structure is considered as a good model for the biological structures that have tendency to maximize their

![Figure 7.4](image_url)  
Figure 7.4  The Cantorian fractals. Cantor bar (left), Cantor tree (middle), and Cantor interface (right). Figure adapted from [3] with permission from American Physical Society.
functional efficiencies by maximizing the contacting area between the structures and their environment.

Supported by these facts, the investigation of relaxation processes in fractal structures is a good approach to the study of those in complex systems, where a simple law is thought to determine their structures. In the following sections, we introduce the mathematical formulation and analytical expressions of relaxation.

### 7.2 Mathematical formulation of the problem

#### 7.2.1 Relaxation function

Herein we will introduce the general concepts regarding the response of a physical system to external stimuli. In the absence of an all-encompassing terminology, we will often refer to relaxation of dipoles as the archetypal example.

The relaxation (or decay) function, \( \phi(t) \), describes the evolution of a system after a stimulus has been turned off [26]. For a system of dipoles subjected to an electric field that is turned off suddenly, the relaxation function is related to the polarization \( P \) of the dielectric (which gives the average orientation of its dipoles) through:

\[
\phi(t) = \frac{P(t)}{P(0)}.
\]

(7.6)

This function may be interpreted as the fractional number of dipoles at time \( t \) that are still oriented parallel to the initial direction of the applied field. As an additional
example, for a population of molecules that have been optically excited to acquire an optically-induced transition dipole, \( \phi(t) \) can be interpreted as the cumulative probability to find molecules in an excited state at the time \( t \) following the excitation. Further, in problems related to distribution of income, the relaxation function, \( \phi(t) \), is interpreted as a cumulative distribution function (CDF), which gives the number of people that earned at least \( t \) dollars in a given year. This approach can be applied to many physical systems. In general, therefore, we define the relaxation function or, equivalently, the cumulative distribution function as the number of “particles” (broadly defined) that still occupy one of the available excited states after the stimulus has been turned off.

7.2.2 Definitions

For the purpose of our analytical approach, as a model of a physical system, we assume that the entire set of excited states follows a Cantorian-type fractal structure [3, 14], where each branch is divided into two or more branches as the generation descends. The generations of the fractal structure are assigned ascending integer numbers from zero, for the trunk, to \( n \) for the last generation. Figure 7.5 shows a schematic diagram of the Cantorian-tree structure where a branch, connected to two daughter branches (i.e., branching factor of 2), is characterized by a set of numbers \( N_{a\beta}, \Gamma_{a\beta}, g_{a\beta} \) (\( \alpha = 0,1,2,\ldots,n \), \( \beta = 0,1,\ldots,2^\alpha - 1 \)) representing, respectively: the number of particles in the branch, the transfer rate from the mother branch to a daughter branch, and the rate of de-excitation to the ground state. Each
Figure 7.5  Catorian tree type fractal network from the 0-th to n-th generation. $N_g, N_{\alpha\beta}, \Gamma_{\alpha\beta}, g_{\alpha\beta}$ ($\alpha = 0, 1, 2, \ldots, n$, $\beta = 0, 1, \ldots, 2^\alpha - 1$) are the number of particles in ground state, the number of particles in one of branches of the generation, the transfer rate from a branch to another, the de-excitation rate from a branch to the ground state. Superscripts of the transfer rate, $\Gamma$, denote the branch that particles flow into. $\Gamma_e$ is the excitation rate from the ground state to the 0th generation. Panel A shows an example of a Cantorian network evenly branching such as blood vessels in the lungs placed between a pair of electrodes [3]. Panel B shows another example in which particles such as electrons in excited states flow down hierarchically through a system of energetic levels (many of which are degenerate) from one with higher energy to another one with lower energy and then further down to the ground state.
branch corresponds to an excited state of the system. $N_g$ is the number of particles in the ground state. Subscripts specify a branch in the tree: $g$ denotes the ground state (fixed), $\alpha$ is the generation index varying from 0 to $n$, and $\beta$ represents a branch within the generation varying from 0 to $2^\alpha - 1$. Since there are no branches beyond the last generation, $\Gamma_{n\beta} = 0$ for all $\beta$. Superscripts of the transfer rate, $\Gamma$, denotes the branch that particles flow into. The system is excited by bringing $N$ particles to the highest state, i.e., the 0th generation, with the excitation rate $\Gamma_e$, then the particles flow through the system according to the specified transfer rates and the rate of de-excitation. We assume that the excitation rate from the ground state to the 0th generation is non-zero only when particles are being continuously promoted to the highest states such as the case in a steady state. Throughout this chapter, subscripts indicate either branches in the fractal tree, or numerical indices, and superscripts denote the normal mathematical exponents except for the transfer rate, $\Gamma$, where superscripts denote daughter branches that particles flow into.

The term “particle” is used very loosely and generally and not necessarily to denote a point particle. For instance, in the case of the dielectric relaxation, which is one of the main application in this work, the particles are electrical charges introduced into the system through a pair of electrodes. In the case of Mb-CO rebinding following photo-dissociation by laser pulses, particles denote the dissociated CO groups. Another example is that of the distribution of income in human populations, where the particles could be represented by human agents while
the temporal dimension is represented by the amount of money flowing in the system (see section 8.4).

### 7.2.3 Introduction of the system of differential equations

Let us express the relaxation process at $t > 0$ in the fractal structure as a system of differential equations for the rate of change in the number of particles in the excited states. If $\gamma_e$ is zero during the relaxation process, the change in the number of particles in branches can be expressed as:

\[
\frac{dN_0(t)}{dt} = -(g_0 + r_{10}^{10} + r_{11}^{11})N_0(t) \equiv -\gamma_0 N_0(t)
\]

\[
\frac{dN_{10}(t)}{dt} = r_{10}^{10} N_0 - (g_{10} + r_{10}^{20} + r_{10}^{21})N_{10}(t) \equiv r_{10}^{10} N_0(t) - \gamma_{10} N_{10}(t)
\]

\[
\frac{dN_{11}(t)}{dt} = r_{11}^{11} N_0 - (g_{11} + r_{11}^{22} + r_{11}^{23})N_{11}(t) \equiv r_{11}^{11} N_0(t) - \gamma_{11} N_{11}(t)
\]

\[
\frac{dN_{20}(t)}{dt} = r_{20}^{20} N_{10} - (g_{20} + r_{20}^{30} + r_{20}^{31})N_{20}(t) \equiv r_{20}^{20} N_{10}(t) - \gamma_{20} N_{20}(t)
\]

\[
\frac{dN_{21}(t)}{dt} = r_{21}^{21} N_{10} - (g_{21} + r_{21}^{32} + r_{21}^{31})N_{21}(t) \equiv r_{21}^{21} N_{10}(t) - \gamma_{21} N_{21}(t)
\]

\[
\vdots
\]

\[
\frac{dN_{n,2^{n-1}-1}(t)}{dt} = r_{n-1,2^{n-1}-1}^{n,2^{n-1}-1} N_{n-1,2^{n-1}-1} - g_{n,2^{n-1}} N_{n,2^{n-1}}(t) \equiv r_{n,2^{n-1}}^{n,2^{n-1}-1} N_{n-1,2^{n-1}-1}(t) - \gamma_{n,2^{n-1}} N_{n,2^{n-1}}(t)
\]

where $n$ is the number of generations within a system, $\gamma$ is a total de-excitation rate of a state, which, for the 0th to $(n-1)$-th generation, is given by the sum of the transfer rates to daughter branches and the de-excitation rate to the ground state; for the $n$-th generation, $\gamma$ is the de-excitation rate to the ground state since there are no more branches beyond the last generation. In matrix form, Eq. (7.7) may be written as:
\[
\frac{d}{dt} \begin{pmatrix}
N_0(t) \\
N_{10}(t) \\
N_{11}(t) \\
N_{20}(t) \\
\vdots \\
N_{n,2^n-1}(t)
\end{pmatrix} = \begin{pmatrix}
-\gamma_0 & 0 & 0 & \cdots & 0 & 0 \\
\Gamma_{010} & -\gamma_{10} & 0 & \cdots & 0 & 0 \\
\Gamma_{011} & 0 & -\gamma_{11} & \cdots & 0 & 0 \\
0 & \Gamma_{10} & 0 & -\gamma_{20} & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 0 & -\gamma_{n,2^n-1}
\end{pmatrix} \begin{pmatrix}
N_0(t) \\
N_{10}(t) \\
N_{11}(t) \\
N_{20}(t) \\
\vdots \\
N_{n,2^n-1}(t)
\end{pmatrix}
\]

\[
\Leftrightarrow \frac{d}{dt} \bar{N}(t) = A\bar{N}(t)
\]

where \( \bar{N}(t) \) is a vector form of the number of particles. We need two sets of indices to denote excited states because in Eq. (7.7) the number of particles in a branch is related to those in the preceding branches. Hence, in what follows, let us denote excited states by the following indices: \( \alpha, \mu \) for generations, and \( \beta, \nu \) for branches within the generations. Throughout this chapter, Greek letters are used for denoting excited states of particles in the fractal structure, and hence, they are integers by definition. Since a branch is divided into two daughter branches, the generation indices and the branch indices are related as follows:

\[
\alpha, \mu = 0, 1, 2, \ldots, n
\]
\[
\beta = 0, 1, \ldots, 2^\alpha - 1
\]
\[
\nu = 0, 1, \ldots, 2^\mu - 1.
\]

With this notation, \( N_0 \) is written as \( N_{00} \). The same goes for \( \gamma \) and \( \Gamma \). The total deexcitation rates, \( \gamma \), can be written as:

\[
\gamma_{\alpha\beta} \equiv g_{\alpha\beta} + \Gamma_{\alpha+1,2\beta} + \Gamma_{\alpha+1,2\beta+1} \quad \text{for} \quad \alpha \neq n,
\]
\[
\gamma_{\alpha\beta} \equiv g_{\alpha\beta} \quad \text{for} \quad \alpha = n.
\]

We would like to express the solutions to Eq. (7.8) with \( (\alpha, \beta) \) and \( (\mu, \nu) \); thus,
the row number, $i$, and the column number, $j$, of an element of the matrix $A$ are replaced by $(\alpha, \beta)$ and $(\mu, \nu)$, respectively, according to the following conversion:

$$i = 2^\alpha + \beta, \quad j = 2^\mu + \nu. \quad (7.11)$$

This equation converts row/column indices, $(i,j)$, which merely define the coordinates of a matrix element, to generation/branch $(\alpha, \beta)$ and $(\mu, \nu)$, which have physical meanings as the state of excited particles. It is important to note that this conversion is one-to-one, that is, $(\alpha, \beta)$ and $(\mu, \nu)$ are determined uniquely once $(i,j)$ are specified because of the relations in Eq. (7.9). Then, an element of matrix $A$ in Eq. (7.8) can be expressed in terms of excited states as:

$$A_{ij} = A_{2^\alpha+\beta,2^\mu+\nu} = -\gamma_{\alpha\beta} \delta_{\mu\alpha} \delta_{\nu\beta} + \Gamma_{\mu\nu}^{\alpha\beta} \delta_{\mu+1,\alpha} (\delta_{2^\nu,\beta} + \delta_{2^{\nu+1},\beta}) \quad (7.12)$$

where $\delta$ is Kronecker delta.

In the next section, we provide the solutions to the system of differential equations (Eq. (7.8)) for three cases depending on distinctness of transfer rates.

### 7.3 Analytical solutions for $N(t)$

It is known that the solutions to Eq. (7.8) in matrix form can be expressed analogously to one-dimensional differential equation as [27]:

$$\overline{N}(t) = e^{tA} \overline{N}(0) \quad (7.13)$$

where $e^{tA}$ is the so-called matrix exponential, which is defined, for an arbitrary matrix $M$, as:
\[
e^M \equiv \sum_{k=0}^{\infty} \frac{M^k}{k!}.
\]  

(7.14)

Solving Eq. (7.8) is equivalent to finding an appropriate explicit form of \(e^{tA}\), however, it is not always straightforward, depending on the properties of the matrix \(A\). Since the matrix \(A\) is a triangular matrix, the diagonal elements, i.e., the total transfer rates \(\gamma_{\alpha\beta}\), are the eigenvalues. Therefore, the distinctness of transfer rates determines whether or not the matrix \(A\) is diagonalizable, for each of which a different consideration is required to find solutions. In what follows, we show the solutions to Eq. (7.8) for the following three cases: the transfer/de-excitation rates are (i) different for each branch, (ii) the same for branches within a generation, (iii) the same for branches in the entire system.

### 7.3.1 Case 1: All transfer/de-excitation rates are different

As the most general case, let us first consider a situation in which all transfer/de-excitation rates are different. In this case, there are in total \(s = 2^{n+1} - 1\) eigenvalues corresponding to the total number of excited states within the system of \((n+1)\) generations (including the 0th generation). Let us denote \(k\)-th eigenvalue as \(\lambda_k \equiv A_{kk}\). Then, an exponential of the matrix \(A\) can be written as [28]:

\[
e^{tA} = e^{t\lambda_1}p^{(1)} + e^{t\lambda_2}p^{(2)} + \ldots + e^{t\lambda_s}p^{(s)}
\]

(7.15)

where \(p^{(k)}\) is a so-called projection and is defined as:

\[
p^{(k)} \equiv \prod_{\ell \neq k} \frac{A - \lambda_\ell I}{\lambda_k - \lambda_\ell} \quad (\ell = 1, 2, \ldots, s)
\]

(7.16)

\[
= \frac{(A - \lambda_1 I) \cdots (A - \lambda_{k-1} I)(A - \lambda_{k+1} I) \cdots (A - \lambda_s I)}{(\lambda_k - \lambda_1) \cdots (\lambda_k - \lambda_{k-1})(\lambda_k - \lambda_{k+1}) \cdots (\lambda_k - \lambda_s)}
\]
\[ P^{(1)} + P^{(2)} + \ldots + P^{(s)} = I \]

with the identity matrix \( I \) of size \( s \). By using the projection, the solution to Eq. (7.8) is written as:

\[
N_i(t) = \sum_j (e^{tA})_{ij} N_j(0)
\]

\[= \sum_j \left[ e^{t\lambda_1 P^{(1)}_{ij}} + e^{t\lambda_2 P^{(2)}_{ij}} + \ldots + e^{t\lambda_s P^{(s)}_{ij}} \right] N_j(0) \]  

(7.17)

\[= \sum_j \left[ \sum_{k=1}^s e^{t\lambda_k P^{(k)}_{ij}} \right] N_j(0). \]

Substituting Eq. (7.12) into each element of \( P^{(k)} \) yields:

\[
P_{ij}^{(k)} = \sum_{\{m\}} \prod_{\ell \neq k} \frac{A_{m_q-1, m_q} - \lambda_\ell \delta_{m_q-1, m_q}}{\lambda_k - \lambda_\ell} \]  

(7.18)

\[
= \sum_{\{m\}} \prod_{\ell \neq k} \left( -\gamma_{a_m} \beta_{m_q} - \lambda_\ell \right) \frac{\delta_{m_q-1, m_q} + \Gamma_{a_m} \beta_{m_q}}{\lambda_k - \lambda_\ell} \]

where \( \{m\} = \{m_1, \ldots, m_{s-2}\} \) is a set of summation indices for the matrix multiplications, each of which varies from 1 to \( s \), while \( m_0 \equiv i \) and \( m_{s-1} \equiv j \) are fixed. The sum of \( \{m\} \) represents the multiple summations over all entries within the set \( \{m\} \):

\[
\sum_{\{m\}} f = \sum_{m_1=1}^s \ldots \sum_{m_{s-2}=1}^s f. \]  

(7.19)

One may use the Einstein summation convention, then the summation symbol can be omitted from Eq. (7.18). \( (\alpha_m, \beta_m) \) are defined such that they satisfy:

\[ m = 2^{\alpha_m} + \beta_m \]  

for a given value of \( m \).

Since \( (\alpha_k, \beta_k) \) satisfy \( k = 2^{\alpha_k} + \beta_k \), and \( (\alpha_\ell, \beta_\ell) \) satisfy \( \ell = 2^{\alpha_\ell} + \beta_\ell \), the
eigenvalues are expressed as $\lambda_k = -\gamma_{\alpha_k\beta_k}$ and $\lambda_{\ell} = -\gamma_{\alpha_{\ell}\beta_{\ell}}$. Then, Eq. (7.18) can be rewritten as:

$$p^{(k)}_{ij} = \sum_{\{m\}} \prod_{\ell \neq k} \left( \frac{\gamma_{\alpha_\ell\beta_\ell} - \gamma_{\alpha_m\beta_m}}{\gamma_{\alpha_k\beta_k}} \right) \delta_{m_{q-1},m_q} + \gamma_{\alpha_{m_{q-1}}\beta_{m_{q-1}}} \left( \delta_{m_{q-1},2m_q} + \delta_{m_{q-1},2m_q+1} \right) \delta_{m_{q-1},m_q}.$$  \hspace{1cm} (7.20)

Therefore, the general solution for a system with $n$ generations, is:

$$N_{\alpha\beta}(t) = \sum_{\mu,\nu} \sum_{\{m\}, k} \exp(-\gamma_{\alpha_k\beta_k} t) \sum_{\{m\}} \prod_{\ell \neq k} \left( \frac{\gamma_{\alpha_\ell\beta_\ell} - \gamma_{\alpha_m\beta_m}}{\gamma_{\alpha_k\beta_k}} \right) \delta_{m_{q-1},m_q} + \gamma_{\alpha_{m_{q-1}}\beta_{m_{q-1}}} \left( \delta_{m_{q-1},2m_q} + \delta_{m_{q-1},2m_q+1} \right) \delta_{m_{q-1},m_q} \times N_{\mu\nu}(0)$$ \hspace{1cm} (7.21)

where $\ell, k, \{m\} = 1, 2, \ldots, 2^{n+1} - 1$.

### 7.3.1.1 Particular solution for a system with two generations of branches ($s = 7$)

For a system with two generations ($n = 2$) after the $0^{th}$ generation, there are one state in the $0^{th}$ generation, two states in the $1^{st}$ generation, and four states in the $2^{nd}$ generation, and thus, in total, $1 + 2 + 2^2 = 7$ branches, including the trunk, within the system. We will find an explicit form of Eq. (7.21) for $s = 7$.

Let us consider only the terms inside the bracket of Eq. (7.21), which corresponds to $(e^{tA})_{ij}$ in Eq. (7.17). By substituting $s = 7$, it can be written as:
 \[(e^t A)_{ij} = \sum_{(m), k} \exp(-\gamma \alpha_k \beta_k t) \]

\[
\times \prod_{\ell \neq k} \left( \sum_{\ell \neq k} \left( \gamma \alpha_{\ell \beta} - \gamma \alpha_{mq} \beta_{mq} \right) \delta_{mq-1, mq} + \Gamma_{a_{mq} \beta_{mq}}^{\alpha_{mq-1} \beta_{mq-1}} \left( \delta_{mq-1, 2m} + \delta_{mq-1, 2m+1} \right) \right) \]

\[
= \sum_{(m)} e^{-\gamma_0 t} \prod_{\ell \neq 1} \left( \gamma \alpha_{\ell \beta} - \gamma \alpha_{mq} \beta_{mq} \right) \delta_{mq-1, mq} + \Gamma_{a_{mq} \beta_{mq}}^{\alpha_{mq-1} \beta_{mq-1}} \left( \delta_{mq-1, 2m} + \delta_{mq-1, 2m+1} \right) \]

\[
+ e^{-\gamma_1 t} \prod_{\ell \neq 2} \left( \gamma \alpha_{\ell \beta} - \gamma \alpha_{mq} \beta_{mq} \right) \delta_{mq-1, mq} + \Gamma_{a_{mq} \beta_{mq}}^{\alpha_{mq-1} \beta_{mq-1}} \left( \delta_{mq-1, 2m} + \delta_{mq-1, 2m+1} \right) \]

\[
+ e^{-\gamma_2 t} \prod_{\ell \neq 3} \left( \gamma \alpha_{\ell \beta} - \gamma \alpha_{mq} \beta_{mq} \right) \delta_{mq-1, mq} + \Gamma_{a_{mq} \beta_{mq}}^{\alpha_{mq-1} \beta_{mq-1}} \left( \delta_{mq-1, 2m} + \delta_{mq-1, 2m+1} \right) \]

\[
+ e^{-\gamma_3 t} \prod_{\ell \neq 4} \left( \gamma \alpha_{\ell \beta} - \gamma \alpha_{mq} \beta_{mq} \right) \delta_{mq-1, mq} + \Gamma_{a_{mq} \beta_{mq}}^{\alpha_{mq-1} \beta_{mq-1}} \left( \delta_{mq-1, 2m} + \delta_{mq-1, 2m+1} \right) \]

\[
+ e^{-\gamma_4 t} \prod_{\ell \neq 5} \left( \gamma \alpha_{\ell \beta} - \gamma \alpha_{mq} \beta_{mq} \right) \delta_{mq-1, mq} + \Gamma_{a_{mq} \beta_{mq}}^{\alpha_{mq-1} \beta_{mq-1}} \left( \delta_{mq-1, 2m} + \delta_{mq-1, 2m+1} \right) \]

\[
+ e^{-\gamma_5 t} \prod_{\ell \neq 6} \left( \gamma \alpha_{\ell \beta} - \gamma \alpha_{mq} \beta_{mq} \right) \delta_{mq-1, mq} + \Gamma_{a_{mq} \beta_{mq}}^{\alpha_{mq-1} \beta_{mq-1}} \left( \delta_{mq-1, 2m} + \delta_{mq-1, 2m+1} \right) \]

\[
+ e^{-\gamma_6 t} \prod_{\ell \neq 7} \left( \gamma \alpha_{\ell \beta} - \gamma \alpha_{mq} \beta_{mq} \right) \delta_{mq-1, mq} + \Gamma_{a_{mq} \beta_{mq}}^{\alpha_{mq-1} \beta_{mq-1}} \left( \delta_{mq-1, 2m} + \delta_{mq-1, 2m+1} \right) \]

\[
\frac{\delta_{mq-1, 2m} + \delta_{mq-1, 2m+1}}{\gamma \alpha_{\ell \beta} - \gamma \alpha_{k \ell}} \]

\[(7.22)\]

Let us write down the coefficient of the exponential function in each term, i.e., the projection $p^{(k)}_{ij}$, separately:
\[ P_{ij}^{(1)} = \sum_{\{m\}} \prod_{\ell \neq 1} \left( \gamma_{\alpha\ell\beta\ell} - \gamma_{\alpha m_q \beta m_q} \right) \frac{\delta_{m_q-1, m_q} + \Gamma_{\alpha m_q \beta m_q}^{\alpha m_q-1 \beta m_q-1} \left( \delta_{m_q-1,2 m_q} + \delta_{m_q-1,2 m_q+1} \right)}{\gamma_{\alpha\ell\beta\ell} - \gamma_0} \]

\[
= \sum_{m_1} \sum_{m_2} \sum_{m_3} \sum_{m_4} \sum_{m_5} \left( \gamma_{10} - \gamma_{\alpha m_1 \beta m_1} \right) \frac{\delta_{i, m_1} + \Gamma_{\alpha m_1 \beta m_1}^{\alpha m_1^0 \beta m_1^0} \left( \delta_{i,2 m_1} + \delta_{i,2 m_1+1} \right)}{\gamma_{10} - \gamma_0} \]

\[
\times \left( \gamma_{11} - \gamma_{\alpha m_2 \beta m_2} \right) \frac{\delta_{m_1, m_2} + \Gamma_{\alpha m_2 \beta m_2}^{\alpha m_1 \beta m_1} \left( \delta_{m_1,2 m_2} + \delta_{m_1,2 m_2+1} \right)}{\gamma_{11} - \gamma_0} \]

\[
\times \left( \gamma_{12} - \gamma_{\alpha m_3 \beta m_3} \right) \frac{\delta_{m_2, m_3} + \Gamma_{\alpha m_3 \beta m_3}^{\alpha m_2 \beta m_2} \left( \delta_{m_2,2 m_3} + \delta_{m_2,2 m_3+1} \right)}{\gamma_{12} - \gamma_0} \]

\[
\times \left( \gamma_{13} - \gamma_{\alpha m_4 \beta m_4} \right) \frac{\delta_{m_3, m_4} + \Gamma_{\alpha m_4 \beta m_4}^{\alpha m_3 \beta m_3} \left( \delta_{m_3,2 m_4} + \delta_{m_3,2 m_4+1} \right)}{\gamma_{13} - \gamma_0} \]

\[
\times \left( \gamma_{14} - \gamma_{\alpha m_5 \beta m_5} \right) \frac{\delta_{m_4, m_5} + \Gamma_{\alpha m_5 \beta m_5}^{\alpha m_4 \beta m_4} \left( \delta_{m_4,2 m_5} + \delta_{m_4,2 m_5+1} \right)}{\gamma_{14} - \gamma_0} \]

\[
\times \left( \gamma_{15} - \gamma_{\mu \nu} \right) \delta_{m_5, \mu \nu} + \Gamma_{\mu \nu}^{\alpha m_5 \beta m_5} \left( \delta_{m_5,2 \mu \nu} + \delta_{m_5,2 \mu \nu+1} \right) \]

\[
= \left( \delta_{i 1} + \frac{\gamma_{10}}{\gamma_{11} - \gamma_0} \delta_{i 2} + \frac{\gamma_{11}}{\gamma_{12} - \gamma_0} \delta_{i 3} + \frac{\gamma_{12}}{\gamma_{13} - \gamma_0} \frac{\gamma_{13}}{\gamma_{14} - \gamma_0} \delta_{i 4} \right) \delta_{1 j} \]

\[= \frac{\gamma_{10}}{\gamma_{10} - \gamma_0} \delta_{i 5} + \frac{\gamma_{11}}{\gamma_{11} - \gamma_0} \frac{\gamma_{11}}{\gamma_{12} - \gamma_0} \delta_{i 6} + \frac{\gamma_{12}}{\gamma_{12} - \gamma_0} \frac{\gamma_{12}}{\gamma_{13} - \gamma_0} \frac{\gamma_{13}}{\gamma_{14} - \gamma_0} \delta_{i 7} \delta_{1 j} \]

(7.23)
\[ P_{ij}^{(2)} = \sum_{\{m_1\}} \prod_{\ell \neq 2} \frac{\sum_{m_1} \sum_{m_2} \sum_{m_3} \sum_{m_4} \sum_{m_5} \left( \gamma_{\alpha_1 \beta_1} - \gamma_{\alpha_2 \beta_2} \right) \delta_{m_1 m_2} + \Gamma_{\alpha_2 \beta_2 m_2} \delta_{m_2 m_3} + \delta_{m_3 m_4} + \delta_{m_4 m_5} + \delta_{m_5 m_2 + 1}}{\gamma_{\alpha_1 \beta_1} - \gamma_{10}} \]

\[ = \frac{\sum_{m_1} \sum_{m_2} \sum_{m_3} \sum_{m_4} \sum_{m_5} \left( \gamma_{11} - \gamma_{a_2 b_2} \right) \delta_{m_1 m_2} + \Gamma_{a_2 b_2 m_2} \delta_{m_2 m_3} + \delta_{m_3 m_4} + \delta_{m_4 m_5} + \delta_{m_5 m_2 + 1}}{\gamma_{11} - \gamma_{10}} \]

\[ \times \frac{\sum_{m_1} \sum_{m_2} \sum_{m_3} \sum_{m_4} \sum_{m_5} \left( \gamma_{20} - \gamma_{a_3 b_3} \right) \delta_{m_2 m_3} + \Gamma_{a_3 b_3 m_3} \delta_{m_3 m_4} + \delta_{m_4 m_5} + \delta_{m_5 m_2 + 1}}{\gamma_{20} - \gamma_{10}} \]

\[ \times \frac{\sum_{m_1} \sum_{m_2} \sum_{m_3} \sum_{m_4} \sum_{m_5} \left( \gamma_{21} - \gamma_{a_4 b_4} \right) \delta_{m_3 m_4} + \Gamma_{a_4 b_4 m_4} \delta_{m_4 m_5} + \delta_{m_5 m_2 + 1}}{\gamma_{21} - \gamma_{10}} \]

\[ \times \frac{\sum_{m_1} \sum_{m_2} \sum_{m_3} \sum_{m_4} \sum_{m_5} \left( \gamma_{22} - \gamma_{a_5 b_5} \right) \delta_{m_4 m_5} + \Gamma_{a_5 b_5 m_5} \delta_{m_5 m_2 + 1}}{\gamma_{22} - \gamma_{10}} \]

\[ \times \frac{\sum_{m_1} \sum_{m_2} \sum_{m_3} \sum_{m_4} \sum_{m_5} \left( \gamma_{23} - \gamma_{\mu \nu} \right) \delta_{m_5, j} + \Gamma_{\mu \nu m_5} \delta_{m_5, 2j} + \delta_{m_5, 2j + 1}}{\gamma_{23} - \gamma_{10}} \]

\[ = \left( \frac{\Gamma_{010}^{10}}{\gamma_{0} - \gamma_{10}} \delta_{i2} + \frac{\Gamma_{020}^{10}}{\gamma_{0} - \gamma_{10}} \delta_{i4} + \frac{\Gamma_{010}^{20}}{\gamma_{0} - \gamma_{10}} \delta_{i5} \right) \delta_{1j} \]

\[ + \left( \delta_{i2} + \frac{\Gamma_{10}^{20}}{\gamma_{20} - \gamma_{10}} \delta_{i4} + \frac{\Gamma_{10}^{21}}{\gamma_{21} - \gamma_{10}} \delta_{i5} \right) \delta_{2j} \]

\[ (7.24) \]
\[ p_{ij}^{(3)} = \sum_{\{m\}} \prod_{\ell \neq 3} \frac{(\gamma_{a_{i}b_{\ell}} - \gamma_{a_{m_{q}}b_{m_{q}}}) \delta_{m_{q-1}m_{q}} + \Gamma_{a_{m_{q}}b_{m_{q}}}^{\alpha_{m_{q}}\beta_{m_{q}}-1} \left( \delta_{m_{q-1,2}m_{q}} + \delta_{m_{q-1,2}m_{q}+1} \right)}{\gamma_{a_{i}b_{\ell}} - \gamma_{11}} \]

\[ \times \left( \frac{(\gamma_{10} - \gamma_{a_{m_{2}}}b_{m_{2}}) \delta_{m_{1}m_{2}} + \Gamma_{a_{m_{2}}}^{\alpha_{m_{2}}}b_{m_{2}} \left( \delta_{m_{1},2}m_{2} + \delta_{m_{1,2}m_{2}+1} \right)}{\gamma_{10} - \gamma_{11}} \right) \]

\[ \times \left( \frac{(\gamma_{20} - \gamma_{a_{m_{3}}}b_{m_{3}}) \delta_{m_{2}m_{3}} + \Gamma_{a_{m_{3}}}^{\alpha_{m_{3}}}b_{m_{3}} \left( \delta_{m_{2,2}m_{3}} + \delta_{m_{2,2}m_{3}+1} \right)}{\gamma_{20} - \gamma_{11}} \right) \]

\[ \times \left( \frac{(\gamma_{21} - \gamma_{a_{m_{4}}}b_{m_{4}}) \delta_{m_{3}m_{4}} + \Gamma_{a_{m_{4}}}^{\alpha_{m_{4}}}b_{m_{4}} \left( \delta_{m_{3,2}m_{4}} + \delta_{m_{3,2}m_{4}+1} \right)}{\gamma_{21} - \gamma_{11}} \right) \]

\[ \times \left( \frac{(\gamma_{22} - \gamma_{a_{m_{5}}}b_{m_{5}}) \delta_{m_{4}m_{5}} + \Gamma_{a_{m_{5}}}^{\alpha_{m_{5}}}b_{m_{5}} \left( \delta_{m_{4,2}m_{5}} + \delta_{m_{4,2}m_{5}+1} \right)}{\gamma_{22} - \gamma_{11}} \right) \]

\[ \times \left( \frac{(\gamma_{23} - \gamma_{\mu\nu}) \delta_{m_{5}j} + \Gamma_{\mu\nu}^{\alpha_{m_{5}}}b_{m_{5}} \left( \delta_{m_{5,2}j} + \delta_{m_{5,2}j+1} \right)}{\gamma_{23} - \gamma_{11}} \right) \]

\[ = \left( \frac{\Gamma_{0}^{11}}{\gamma_{0} - \gamma_{11}} \delta_{i3} + \frac{\Gamma_{0}^{11}}{\gamma_{0} - \gamma_{11}} \frac{\Gamma_{1}^{22}}{\gamma_{22} - \gamma_{11}} \delta_{i6} + \frac{\Gamma_{0}^{11}}{\gamma_{0} - \gamma_{11}} \frac{\Gamma_{1}^{23}}{\gamma_{23} - \gamma_{11}} \delta_{i7} \right) \delta_{1j} \]

\[ + \left( \delta_{i3} + \frac{\Gamma_{1}^{22}}{\gamma_{22} - \gamma_{11}} \delta_{i6} + \frac{\Gamma_{1}^{23}}{\gamma_{23} - \gamma_{11}} \delta_{i7} \right) \delta_{3j} \]

(7.25)
\[
P_i^{(4)} = \sum_{\{m\}} \prod_{\ell \neq 3} (\gamma_{\alpha\beta\ell} - \gamma_{m\ell}) \delta_{m_{q-1}m_{q}} + \Gamma_{\alpha m_{q}\beta m_{q}}^{\ell_{m_{q-1}}} (\delta_{m_{q-1}2m_{q}} + \delta_{m_{q-1}2m_{q}+1})
\]

\[
= \sum_{m_{1}} \sum_{m_{2}} \sum_{m_{3}} \sum_{m_{4}} \sum_{m_{5}} \left( \gamma_{0} - \gamma_{a_{m_{1}}b_{m_{1}}} \right) \delta_{i,m_{1}} + \Gamma_{\alpha m_{1}\beta m_{1}}^{\ell_{m_{1}}} (\delta_{i,2m_{1}} + \delta_{i,2m_{1}+1})
\]

\[
\times \frac{(\gamma_{10} - \gamma_{a_{m_{2}}b_{m_{2}}} \delta_{m_{1}m_{2}} + \Gamma_{\alpha m_{2}\beta m_{2}}^{\ell_{m_{2}}} (\delta_{m_{1},2m_{2}} + \delta_{m_{1},2m_{2}+1})}{\gamma_{10} - \gamma_{20}}
\]

\[
\times \frac{(\gamma_{11} - \gamma_{a_{m_{3}}b_{m_{3}}} \delta_{m_{2}m_{3}} + \Gamma_{\alpha m_{3}\beta m_{3}}^{\ell_{m_{3}}} (\delta_{m_{2},2m_{3}} + \delta_{m_{2},2m_{3}+1})}{\gamma_{11} - \gamma_{20}}
\]

\[
\times \frac{(\gamma_{21} - \gamma_{a_{m_{4}}b_{m_{4}}} \delta_{m_{3}m_{4}} + \Gamma_{\alpha m_{4}\beta m_{4}}^{\ell_{m_{4}}} (\delta_{m_{3},2m_{4}} + \delta_{m_{3},2m_{4}+1})}{\gamma_{21} - \gamma_{20}}
\]

\[
\times \frac{(\gamma_{22} - \gamma_{a_{m_{5}}b_{m_{5}}} \delta_{m_{4}m_{5}} + \Gamma_{\alpha m_{5}\beta m_{5}}^{\ell_{m_{5}}} (\delta_{m_{4},2m_{5}} + \delta_{m_{4},2m_{5}+1})}{\gamma_{22} - \gamma_{20}}
\]

\[
\times \frac{(\gamma_{23} - \gamma_{\mu\nu} \delta_{m_{5}j} + \Gamma_{m_{5}\beta_{m_{5}}}^{\ell_{m_{5}}} (\delta_{m_{5},2j} + \delta_{m_{5},2j+1})}{\gamma_{23} - \gamma_{20}}
\]

\[
= \delta_{i4} \left( \delta_{4j} + \frac{\Gamma_{10}^{20}}{\gamma_{10} - \gamma_{20}} \delta_{2j} + \frac{\Gamma_{01}^{10}}{\gamma_{0} - \gamma_{20}} \frac{\Gamma_{10}^{20}}{\gamma_{10} - \gamma_{20}} \delta_{1j} \right)
\]

(7.26)
\[ P_{ij}^{(5)} = \sum_{\{m\}} \prod_{\ell \neq 3} \left( y_{\alpha_\ell \beta_\ell} - y_{\alpha_{mq} \beta_{mq}} \right) \delta_{mq-1, m_q} + \Gamma_{\alpha_{mq} \beta_{mq}}^{\alpha_{m_{q-1}} \beta_{m_{q-1}}} \left( \delta_{mq-1, 2m_q} + \delta_{mq-1, 2m_q+1} \right) \frac{y_{\alpha_\ell \beta_\ell} - y_{21}}{y_{0} - y_{21}} \]

\[ = \sum_{m_1} \sum_{m_2} \sum_{m_3} \sum_{m_4} \sum_{m_5} \left( y_0 - y_{a_{m_1} \beta_{m_1}} \right) \delta_{i, m_1} + \Gamma_{\alpha_{m_1} \beta_{m_1}}^{\alpha_{m_2} \beta_{m_2}} \left( \delta_{i, 2m_1} + \delta_{i, 2m_1+1} \right) \frac{y_0 - y_{21}}{y_{10} - y_{21}} \]

\[ \times \left( y_{10} - y_{a_{m_2} \beta_{m_2}} \right) \delta_{m_1, m_2} + \Gamma_{\alpha_{m_1} \beta_{m_1}}^{\alpha_{m_2} \beta_{m_2}} \left( \delta_{m_1, 2m_2} + \delta_{m_1, 2m_2+1} \right) \frac{y_{10} - y_{21}}{y_{11} - y_{21}} \]

\[ \times \left( y_{11} - y_{a_{m_3} \beta_{m_3}} \right) \delta_{m_2, m_3} + \Gamma_{\alpha_{m_2} \beta_{m_2}}^{\alpha_{m_3} \beta_{m_3}} \left( \delta_{m_2, 2m_3} + \delta_{m_2, 2m_3+1} \right) \frac{y_{11} - y_{21}}{y_{20} - y_{21}} \]

\[ \times \left( y_{20} - y_{a_{m_4} \beta_{m_4}} \right) \delta_{m_3, m_4} + \Gamma_{\alpha_{m_3} \beta_{m_3}}^{\alpha_{m_4} \beta_{m_4}} \left( \delta_{m_3, 2m_4} + \delta_{m_3, 2m_4+1} \right) \frac{y_{20} - y_{21}}{y_{22} - y_{21}} \]

\[ \times \left( y_{22} - y_{a_{m_5} \beta_{m_5}} \right) \delta_{m_4, m_5} + \Gamma_{\alpha_{m_4} \beta_{m_4}}^{\alpha_{m_5} \beta_{m_5}} \left( \delta_{m_4, 2m_5} + \delta_{m_4, 2m_5+1} \right) \frac{y_{22} - y_{21}}{y_{23} - y_{21}} \]

\[ = \delta_{i5} \left( \delta_{5j} + \frac{\Gamma_{10}^{21}}{y_{10} - y_{21}} \delta_{2j} + \frac{\Gamma_{01}^{10}}{y_{0} - y_{21}} \frac{\Gamma_{10}^{21}}{y_{10} - y_{21}} \delta_{1j} \right) \]

\[ (7.27) \]
\[
P_{ij}^{(6)} = \sum_{\{m\}} \prod_{\ell \neq 3} \left( \gamma \alpha_{\ell \ell} \beta_{\ell \ell} - \gamma \alpha_{mq} \beta_{mq} \right) \delta_{m_{q-1}m_q} + \Gamma_{\alpha_{mq} \beta_{mq} m_{q-1}} \left( \delta_{m_{q-1}2m_q} + \delta_{m_{q-1}2m_q+1} \right) \frac{\gamma \alpha_{\ell \ell} \beta_{\ell \ell} - \gamma_{22}}{\gamma_{0} - \gamma_{22}}
\]

\[
= \sum_{m_1} \sum_{m_2} \sum_{m_3} \sum_{m_4} \sum_{m_5} \left( \gamma_0 - \gamma \alpha_{m_1} \beta_{m_1} \right) \delta_{i,m_1} + \Gamma_{\alpha_{m_1} \beta_{m_1}} \left( \delta_{i,2m_1} + \delta_{i,2m_1+1} \right) \frac{\gamma_0 - \gamma_{22}}{\gamma_{10} - \gamma_{22}}
\]

\[
\times \left( \gamma_{10} - \gamma \alpha_{m_1} \beta_{m_1} \right) \delta_{m_1,m_2} + \Gamma_{\alpha_{m_1} \beta_{m_1}} \left( \delta_{m_1,2m_2} + \delta_{m_1,2m_2+1} \right) \frac{\gamma_{11} - \gamma_{22}}{\gamma_{10} - \gamma_{22}}
\]

\[
\times \left( \gamma_{11} - \gamma \alpha_{m_1} \beta_{m_1} \right) \delta_{m_2,m_3} + \Gamma_{\alpha_{m_1} \beta_{m_1}} \left( \delta_{m_2,2m_3} + \delta_{m_2,2m_3+1} \right) \frac{\gamma_{11} - \gamma_{22}}{\gamma_{11} - \gamma_{22}}
\]

\[
\times \left( \gamma_{20} - \gamma \alpha_{m_1} \beta_{m_1} \right) \delta_{m_3,m_4} + \Gamma_{\alpha_{m_1} \beta_{m_1}} \left( \delta_{m_3,2m_4} + \delta_{m_3,2m_4+1} \right) \frac{\gamma_{20} - \gamma_{22}}{\gamma_{20} - \gamma_{22}}
\]

\[
\times \left( \gamma_{21} - \gamma \alpha_{m_1} \beta_{m_1} \right) \delta_{m_4,m_5} + \Gamma_{\alpha_{m_1} \beta_{m_1}} \left( \delta_{m_4,2m_5} + \delta_{m_4,2m_5+1} \right) \frac{\gamma_{21} - \gamma_{22}}{\gamma_{21} - \gamma_{22}}
\]

\[
\times \left( \gamma_{23} - \gamma \mu \nu \right) \delta_{m_5,j} + \Gamma_{\mu \nu} \beta_{m_5} \left( \delta_{m_5,2j} + \delta_{m_5,2j+1} \right) \frac{\gamma_{23} - \gamma_{22}}{\gamma_{23} - \gamma_{22}}
\]

\[
= \delta_{i6} \left( \delta_{6j} + \frac{\Gamma_{22}^{22}}{\gamma_{11} - \gamma_{22}} \delta_{3j} + \frac{\Gamma_{11}^{11}}{\gamma_{0} - \gamma_{22}} \frac{\Gamma_{22}^{22}}{\gamma_{11} - \gamma_{22}} \delta_{1j} \right)
\]

(7.28)
\[ p_{ij}^{(7)} = \sum_{\{m\}} \prod_{\ell \neq 3} \left( \gamma a_\ell \beta_\ell - \gamma a_{m_\ell} \beta_{m_\ell} \right) \delta_{m_{\ell-1}m_\ell} + \Gamma_{a_{m_\ell} \beta_{m_\ell}}^\alpha \gamma_{a_{m_{\ell-1}} \beta_{m_{\ell-1}}} \left( \delta_{m_{\ell-1}2m_\ell} + \delta_{m_{\ell-1}2m_{\ell+1}} \right) / \gamma a_\ell \beta_\ell - \gamma_{23} \]

\[ = \sum_{m_1} \sum_{m_2} \sum_{m_3} \sum_{m_4} \sum_{m_5} \left( \gamma_0 - \gamma_{a_{m_1} \beta_{m_1}} \right) \delta_{i,m_1} + \Gamma_{a_{m_1} \beta_{m_1}}^{\alpha \beta} \left( \delta_{i,2m_1} + \delta_{i,2m_1+1} \right) / \gamma_0 - \gamma_{23} \]

\[ \times \left( \gamma_{10} - \gamma_{a_{m_2} \beta_{m_2}} \right) \delta_{m_1,m_2} + \Gamma_{a_{m_2} \beta_{m_2}}^{\alpha \beta} \left( \delta_{m_1,2m_2} + \delta_{m_1,2m_2+1} \right) / \gamma_{10} - \gamma_{23} \]

\[ \times \left( \gamma_{11} - \gamma_{a_{m_3} \beta_{m_3}} \right) \delta_{m_2,m_3} + \Gamma_{a_{m_3} \beta_{m_3}}^{\alpha \beta} \left( \delta_{m_2,2m_3} + \delta_{m_2,2m_3+1} \right) / \gamma_{11} - \gamma_{23} \]

\[ \times \left( \gamma_{20} - \gamma_{a_{m_4} \beta_{m_4}} \right) \delta_{m_3,m_4} + \Gamma_{a_{m_4} \beta_{m_4}}^{\alpha \beta} \left( \delta_{m_3,2m_4} + \delta_{m_3,2m_4+1} \right) / \gamma_{20} - \gamma_{23} \]

\[ \times \left( \gamma_{21} - \gamma_{a_{m_5} \beta_{m_5}} \right) \delta_{m_4,m_5} + \Gamma_{a_{m_5} \beta_{m_5}}^{\alpha \beta} \left( \delta_{m_4,2m_5} + \delta_{m_4,2m_5+1} \right) / \gamma_{21} - \gamma_{23} \]

\[ \times \left( \gamma_{22} - \gamma_{a_{m_6} \beta_{m_6}} \right) \delta_{m_5,m_6} + \Gamma_{a_{m_6} \beta_{m_6}}^{\alpha \beta} \left( \delta_{m_5,2m_6} + \delta_{m_5,2m_6+1} \right) / \gamma_{22} - \gamma_{23} \]

\[ = \delta_{i7} \left( \delta_{7j} + \frac{\Gamma_{11}^{23}}{\gamma_{11} - \gamma_{23}} \delta_{3j} + \frac{\Gamma_{01}^{11}}{\gamma_{0} - \gamma_{23} \gamma_{11} - \gamma_{23}} \delta_{1j} \right) \]

(7.29)

By substituting Eqs. (7.23) - (7.29) into Eq. (7.22), elements of the matrix exponential may be written as:

\[ (e^{tA})_{ij} = e^{-\gamma_{01} t} p_{ij}^{(1)} + e^{-\gamma_{11} t} p_{ij}^{(2)} + e^{-\gamma_{11} t} p_{ij}^{(3)} + e^{-\gamma_{21} t} p_{ij}^{(4)} + e^{-\gamma_{21} t} p_{ij}^{(5)} + e^{-\gamma_{22} t} p_{ij}^{(6)} + e^{-\gamma_{23} t} p_{ij}^{(7)}. \]  

(7.30)
In explicit matrix form,

\[ e^{tA} = \]

\[
\begin{bmatrix}
\Gamma_{10}^{10} e^{-\gamma_{10} t} + \Gamma_{10}^{11} e^{-\gamma_{11} t} & 0 & 0 & 0 & 0 & 0 \\
\frac{\gamma_{10} - \gamma_{11} - \gamma_{10} t}{\gamma_{11} - \gamma_{10}} & 0 & 0 & 0 & 0 & 0 \\
\frac{\gamma_{10} - \gamma_{11} - \gamma_{10} t}{\gamma_{11} - \gamma_{10}} & 0 & 0 & 0 & 0 & 0 \\
\frac{\gamma_{10} - \gamma_{11} - \gamma_{10} t}{\gamma_{11} - \gamma_{10}} & 0 & 0 & 0 & 0 & 0 \\
\frac{\gamma_{10} - \gamma_{11} - \gamma_{10} t}{\gamma_{11} - \gamma_{10}} & 0 & 0 & 0 & 0 & 0 \\
\frac{\gamma_{10} - \gamma_{11} - \gamma_{10} t}{\gamma_{11} - \gamma_{10}} & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

(7.31)

Therefore, the final solution of Eq. (7.17) can be explicitly written as follows.

For the 0th generation:

\[ N_0(t) = N_0(0) e^{-\gamma_{10} t}. \]  

(7.32)

For the 1st generation:
\[ N_{10}(t) = N_0(0) \left( \frac{r_0^{10}}{\gamma_{10} - \gamma_0} - e^{-\gamma_0 t} + \frac{r_0^{10}}{\gamma_0 - \gamma_{10}} e^{-\gamma_{10} t} \right) + N_{10}(0) e^{-\gamma_{10} t} \]
\[ = N_0(0) \left( \frac{r_0^{10}}{\gamma_{10} - \gamma_0} - e^{-\gamma_0 t} + \left[ N_{10}(0) + N_0(0) \frac{r_0^{10}}{\gamma_0 - \gamma_{10}} \right] e^{-\gamma_{10} t} \right) \]
\[ N_{11}(t) = N_0(0) \left( \frac{r_0^{11}}{\gamma_{11} - \gamma_0} - e^{-\gamma_0 t} + \frac{r_0^{11}}{\gamma_0 - \gamma_{11}} e^{-\gamma_{11} t} \right) + N_{11}(0) e^{-\gamma_{11} t} \]
\[ = N_0(0) \left( \frac{r_0^{11}}{\gamma_{11} - \gamma_0} - e^{-\gamma_0 t} + \left[ N_{11}(0) + N_0(0) \frac{r_0^{11}}{\gamma_0 - \gamma_{11}} \right] e^{-\gamma_{11} t} \right) \]

(7.33)

For the 2\textsuperscript{nd} generation:
\[ N_{20}(t) = N_0(0) \left( \frac{r_0^{10}}{\gamma_{10} - \gamma_0} - e^{-\gamma_0 t} + \frac{r_0^{10}}{\gamma_0 - \gamma_{10}} - e^{-\gamma_{10} t} + \frac{r_0^{20}}{\gamma_{20} - \gamma_{10}} e^{-\gamma_{10} t} \right) \]
\[ + N_{10}(0) \left( \frac{r_0^{20}}{\gamma_{20} - \gamma_{10}} e^{-\gamma_{10} t} + \frac{r_0^{20}}{\gamma_{10} - \gamma_{20}} e^{-\gamma_{20} t} \right) + N_{20}(0) e^{-\gamma_{20} t} \]
\[ = N_0(0) \left( \frac{r_0^{10}}{\gamma_{10} - \gamma_0} - e^{-\gamma_0 t} + \left[ N_{10}(0) \frac{r_0^{20}}{\gamma_{20} - \gamma_{10}} + N_0(0) \frac{r_0^{10}}{\gamma_0 - \gamma_{10}} \right] e^{-\gamma_{10} t} \right) \]
\[ + \left[ N_{20}(10) + N_0(0) \right] \frac{r_0^{20}}{\gamma_{20} - \gamma_{10}} e^{-\gamma_{10} t} \]  
\[ N_{21}(t) = N_0(0) \left( \frac{r_0^{10}}{\gamma_{10} - \gamma_0} - e^{-\gamma_0 t} + \frac{r_0^{21}}{\gamma_{21} - \gamma_{10}} - e^{-\gamma_{10} t} + \frac{r_0^{21}}{\gamma_{10} - \gamma_{21}} e^{-\gamma_{21} t} \right) \]
\[ + N_{10}(0) \left( \frac{r_0^{21}}{\gamma_{21} - \gamma_{10}} e^{-\gamma_{10} t} + \frac{r_0^{21}}{\gamma_{10} - \gamma_{21}} e^{-\gamma_{21} t} \right) + N_{21}(0) e^{-\gamma_{21} t} \]
\[ = N_0(0) \left( \frac{r_0^{10}}{\gamma_{10} - \gamma_0} - e^{-\gamma_0 t} + \left[ N_{10}(0) \frac{r_0^{21}}{\gamma_{21} - \gamma_{10}} + N_0(0) \frac{r_0^{10}}{\gamma_0 - \gamma_{10}} \right] e^{-\gamma_{10} t} \right) \]
\[ + \left[ N_{21}(10) + N_0(0) \right] \frac{r_0^{21}}{\gamma_{21} - \gamma_{10}} e^{-\gamma_{10} t} \]  
\[ N_{22}(t) = N_0(0) \left( \frac{r_0^{11} \gamma_0 + r_0^{11} \gamma_0 - e^{-\gamma_{11} t} + \frac{r_0^{11}}{\gamma_{11} - \gamma_0} - e^{-\gamma_{0} t} + \frac{r_0^{11}}{\gamma_{0} - \gamma_{11}} e^{-\gamma_{11} t} \right) \]
\[ + N_{11}(0) \left( \frac{r_0^{22}}{\gamma_{22} - \gamma_{11}} - e^{-\gamma_{11} t} + \frac{r_0^{22}}{\gamma_{11} - \gamma_{22}} e^{-\gamma_{22} t} \right) + N_{22}(0) e^{-\gamma_{22} t} \]
\[ = N_0(0) \left( \frac{r_0^{11}}{\gamma_{11} - \gamma_0} - e^{-\gamma_0 t} + \left[ N_{11}(0) \frac{r_0^{22}}{\gamma_{22} - \gamma_{11}} + N_0(0) \frac{r_0^{11}}{\gamma_0 - \gamma_{11}} \right] e^{-\gamma_{11} t} \right) \]
\[ + \left[ N_{22}(11) + N_0(0) \right] \frac{r_0^{22}}{\gamma_{22} - \gamma_{11}} e^{-\gamma_{11} t} \]  
\[ N_{23}(t) = N_0(0) \left( \frac{r_0^{11} \gamma_0 + r_0^{11} \gamma_0 - e^{-\gamma_{11} t} + \frac{r_0^{11}}{\gamma_{11} - \gamma_0} - e^{-\gamma_{0} t} + \frac{r_0^{11}}{\gamma_{0} - \gamma_{11}} e^{-\gamma_{11} t} \right) \]
\[ + N_{11}(0) \left( \frac{r_0^{23}}{\gamma_{23} - \gamma_{11}} - e^{-\gamma_{11} t} + \frac{r_0^{23}}{\gamma_{11} - \gamma_{23}} e^{-\gamma_{23} t} \right) + N_{23}(0) e^{-\gamma_{23} t} \]
\[ = N_0(0) \left( \frac{r_0^{11}}{\gamma_{11} - \gamma_0} - e^{-\gamma_0 t} + \left[ N_{11}(0) \frac{r_0^{23}}{\gamma_{23} - \gamma_{11}} + N_0(0) \frac{r_0^{11}}{\gamma_0 - \gamma_{11}} \right] e^{-\gamma_{11} t} \right) \]
\[ + \left[ N_{23}(11) + N_0(0) \right] \frac{r_0^{23}}{\gamma_{23} - \gamma_{11}} e^{-\gamma_{11} t} \]  
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7.3.2 Case 2: Identical transfer/de-excitation rates within a generation

Next, let us consider the case in which transfer/de-excitation rates are different from generation to generation but the same for branches within a generation. In this case, excited states in a generation are considered to be identical, and hence, we can denote transfer/de-excitation rates with only a generation index; for instance, \( \gamma_1 \) is the total transfer rate of the two states, (1,0) and (1,1), in the first generation.

Then, the matrix \( A \) of Eq. (7.8) can be written in a reduced form:

\[
\frac{d}{dt} \begin{pmatrix} N_0(t) \\ N_1(t) \\ N_2(t) \\ \vdots \\ N_n(t) \end{pmatrix} = 
\begin{pmatrix}
-\gamma_0 & 0 & 0 & \ldots & 0 & 0 \\
I_0 & -\gamma_1 & 0 & \ldots & 0 & 0 \\
0 & I_1 & -\gamma_2 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & I_{n-1} & -\gamma_n 
\end{pmatrix} 
\begin{pmatrix} N_0(t) \\ N_1(t) \\ N_2(t) \\ \vdots \\ N_n(t) \end{pmatrix}
\]

\[
\Leftrightarrow \frac{d}{dt} \vec{N}(t) = A' \vec{N}(t).
\]

A conversion between column/row numbers \((i,j)\) and generations \((\alpha,\mu)\) is

\[
i = \alpha + 1, \quad j = \mu + 1 \quad (\alpha,\mu = 0,1,2,\ldots,n)
\]

Eq. (7.10) and (7.12) become:

\[
\gamma_\alpha \equiv g_\alpha + 2I_\alpha \quad \text{for} \quad \alpha \neq n
\]

\[
\gamma_n \equiv g_n
\]

\[
A'_{ij} = A'_{\alpha+1,\mu+1} = -\gamma_\alpha \delta_{\alpha\mu} + I_\mu \delta_{\alpha,\mu+1}
\]

where \( \delta \) is Kronecker's delta.

In this simplex case, one may still use the same method as in the previous section since all the eigenvalues of the matrix \( A' \) are distinct. However, looking at the solution of the 2\textsuperscript{nd} generation, Eq. (7.34), one notices some rules. Let us denote
the solution for the identical transfer/de-excitation rates by ignoring the branch indices in Eq. (7.34):

\[
N_2(t) = N_0(0)\left(\frac{I_0}{\gamma_1 - \gamma_0} e^{-\gamma_0 t} + \frac{I_1}{\gamma_0 - \gamma_1} e^{-\gamma_1 t} + \frac{I_1}{\gamma_0} e^{-\gamma_1 t} + \frac{I_0}{\gamma_1} e^{-\gamma_1 t} + \frac{I_0}{\gamma_0 - \gamma_1} e^{-\gamma_1 t} + \frac{I_1}{\gamma_1} e^{-\gamma_1 t}\right) + N_1(0)\left(\frac{I_1}{\gamma_2 - \gamma_1} e^{-\gamma_1 t} + \frac{I_1}{\gamma_1 - \gamma_2} e^{-\gamma_1 t}\right) + N_2(0) e^{-\gamma_2 t}.
\]

(7.39)

Here, first, the solution is the sum of \(N_j\) from \(j = 0\) to \(2\). Second, each \(N_j\) term has a coefficient which is the sum of \(e^{-\gamma_k t}\) from \(k = j\) to \(2\). Third, that each \(e^{-\gamma_k t}\) term has a coefficient which is the product of \(\Gamma_l\) from \(l = j\) to \(1\) in a numerator, and the product of \(\gamma_m - \gamma_k\) from \(m = j\) to \(2(m \neq k)\) in a denominator. Considering these rules, it is possible to deduce the general solution to the differential equation for an arbitrary generation as:

\[
N_\alpha(t) = \sum_{\mu = 0}^{\alpha} \left\{ N_\mu(0) \sum_{k=\mu}^{\alpha} \left[ e^{-\gamma_k t} \left( \prod_{\ell=\mu}^{\alpha-1} \Gamma_\ell \right) \left( \prod_{m=\mu(m \neq k)}^{\alpha} \frac{1}{\gamma_m - \gamma_k} \right) \right] \right\}
\]

(7.40)

\[
= \sum_{k=0}^{\alpha} \left\{ e^{-\gamma_k t} \sum_{\mu=0}^{k} \left[ N_\mu(0) \left( \prod_{\ell=\mu}^{\alpha-1} \Gamma_\ell \right) \left( \prod_{m=\mu(m \neq k)}^{\alpha} \frac{1}{\gamma_m - \gamma_k} \right) \right] \right\}.
\]

The order of summation of \(k\) and \(\mu\) is changed in the second line to sort the formula with respect to the exponentials in order to see the time dependency clearly.

To verify that this is the general solution of Eq. (7.35), let us prove it by mathematical induction. When \(\alpha = 0\),

\[
N_0(t) = \sum_{k=0}^{0} \left\{ e^{-\gamma_k t} \sum_{\mu=0}^{k} \left[ N_\mu(0) \left( \prod_{\ell=\mu}^{\alpha-1} \Gamma_\ell \right) \left( \prod_{m=\mu(m \neq k)}^{\alpha} \frac{1}{\gamma_m - \gamma_k} \right) \right] \right\}.
\]

(7.41)

By taking the empty product as unity, this reduces to \(N_0(t) = N_0(0)e^{-\gamma_0 t}\) and we see
in Eq. (7.32) that this is the solution to the differential equation for $N_0(t)$.

When $\alpha = 1$, Eq. (7.40) becomes:

$$N_1(t) = \sum_{k=0}^{1} \left\{ e^{-\gamma_k t} \sum_{\mu=0}^{k} \left[ N_\mu(0) \left( \prod_{\ell=\mu}^{0} \Gamma_\ell \right) \left( \prod_{m=\mu(m\neq k)}^{1} \frac{1}{\gamma_m - \gamma_k} \right) \right] \right\}$$

$$= N_0(0) \frac{\Gamma_0}{\gamma_1 - \gamma_0} e^{-\gamma_0 t} + \left( N_1(0) + N_0(0) \frac{\Gamma_0}{\gamma_0 - \gamma_1} \right) e^{-\gamma_1 t}.$$

Again, considering $\Gamma_0^{10} = \Gamma_0^{11} = \Gamma_0$, $\gamma_{10} = \gamma_{11} = \gamma_1$, $N_{10} = N_{11} = N_1$ in Eq. (7.33), this is consistent with the solution to the differential equation for $N_1(t)$.

Next, assuming that Eq. (7.40) is the solution to the differential equation for $\alpha = p$ ($p$ is a positive integer), we prove that it also satisfies the differential equation for $\alpha = p + 1$. The differential equation for $\alpha = p + 1$ is:

$$\frac{dN_{p+1}(t)}{dt} + \gamma_{p+1} N_{p+1}(t) = \Gamma_p N_p(t). \quad (7.43)$$

By substituting Eq. (7.40) into the left hand side, it becomes:

$$\text{LHS} = \sum_{k=0}^{p+1} \left\{ (\gamma_{p+1} - \gamma_k) e^{-\gamma_k t} \sum_{\mu=0}^{k} \left[ N_\mu(0) \left( \prod_{\ell=\mu}^{p} \Gamma_\ell \right) \left( \prod_{m=\mu(m\neq k)}^{p+1} \frac{1}{\gamma_m - \gamma_k} \right) \right] \right\}.$$  \quad (7.44)

Since $(\gamma_{p+1} - \gamma_k)$ vanishes when $k = p + 1$, the sum of $k$ is reduced. By taking out $\ell = p$ and $m = p + 1$ terms from the product, it becomes:

$$\text{LHS} = \sum_{k=0}^{p} \left\{ (\gamma_{p+1} - \gamma_k) e^{-\gamma_k t} \sum_{\mu=0}^{k} \left[ N_\mu(0) \frac{\Gamma_p}{\gamma_{p+1} - \gamma_k} \left( \prod_{\ell=\mu}^{p-1} \Gamma_\ell \right) \left( \prod_{m=\mu(m\neq k)}^{p} \frac{1}{\gamma_m - \gamma_k} \right) \right] \right\}. \quad (7.45)$$

Since the fraction $\Gamma_p/((\gamma_{p+1} - \gamma_k)$ is independent of $\mu$ values, it can be taken out from the sum of $\mu$, and $(\gamma_{p+1} - \gamma_k)$ cancels out. Finally,
\[
\text{LHS} = \Gamma_p \sum_{k=0}^{p} \left\{ e^{-\gamma_k t} \sum_{\mu=0}^{k} \left[ N_j(0) \left( \prod_{\ell=\mu}^{p-1} \Gamma_\ell \right) \left( \prod_{m=\mu(m\neq k)}^{p} \frac{1}{\nu_m - \gamma_k} \right) \right] \right\}. \tag{7.46}
\]

This is equal to the right hand side of Eq. (7.43), that is, Eq. (7.40) holds for \( \alpha = p + 1 \) as well as for \( \alpha = p \). Consequently, Eq. (7.40) holds for 0 and any arbitrary integer of \( \alpha \), and is the general solution to the system of the differential equations Eq. (7.35).

### 7.3.3 Case 3: Identical transfer/de-excitation rates for all branches within the system

Lastly, let us consider the case in which all transfer/de-excitation rates are identical through a system. In this case, as well as the previous section, branches in a generation are indistinguishable. Thus, by writing down only one state from one generation, the matrix \( A \) of Eq. (7.8) can be reduced to:

\[
\frac{d}{dt} \begin{pmatrix} N_0(t) \\ N_1(t) \\ \vdots \\ N_n(t) \end{pmatrix} = \begin{bmatrix} -\gamma & 0 & 0 & \cdots & 0 & 0 \\ \Gamma & -\gamma & 0 & \cdots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\ 0 & 0 & 0 & \cdots & \Gamma & -g \end{bmatrix} \begin{pmatrix} N_0(t) \\ N_1(t) \\ \vdots \\ N_n(t) \end{pmatrix} \tag{7.47}
\]

\[
\Leftrightarrow \frac{d}{dt} \vec{N}(t) = A^\prime \vec{N}(t).
\]

A conversion between row/column numbers \((i,j)\) and generations \((\alpha,\mu)\) is:

\[
i = \alpha + 1, \quad j = \mu + 1 \quad (\alpha,\mu = 0,1,2,\ldots,n). \tag{7.48}
\]

Eq. (7.10) and (7.12) are modified:

\[
\gamma \equiv g + 2\Gamma \tag{7.49}
\]

\[
A^\prime_{ij} = A^\prime_{\alpha+1,\mu+1} = -\gamma \delta_{\alpha\mu} + \Gamma \delta_{\alpha,\mu+1} \tag{7.50}
\]

\[
\gamma = g \quad \text{when} \quad \alpha = n
\]
where \( \delta \) is Kronecker's delta.

Since the matrix \( A'' \) has \( n \) repeated eigenvalues, it requires a special consideration for solving Eq. (7.47). In general, when a matrix \( M \) has eigenvalues \( \lambda_\rho (\rho = 1, 2, ..., r) \), each of which has multiplicity \( n_\rho \), a basis of solutions to a differential equation \( \frac{d}{dt} \vec{N}(t) = M \vec{N}(t) \) is made up by the functions [27]:

\[
\frac{1}{j!} t^j e^{\lambda_\rho t} \quad (0 \leq j \leq n_\rho - 1)
\]

for \( \rho = 1, 2, ..., r \). The matrix \( A'' \) in Eq. (7.47) is \((n + 1) \times (n + 1)\) matrix with eigenvalues of \( \lambda_1 = -\gamma \), which has multiplicity \( n \), and \( \lambda_2 = -g \). The matrix \( A'' \) can be transformed to well-known Jordan normal form as:

\[
T^{-1}A''T = J.
\]

The columns of the matrix \( T \) are generalized eigenvectors of \( A'' \),

\[
T = [\vec{v}_{1,1}, \vec{v}_{1,2}, \ldots, \vec{v}_{1,n}, \vec{v}_{2,1}],
\]

where eigenvector \( \vec{v}_{u,w} \) satisfies:

\[
A''\vec{v}_{u,w} = \begin{cases} 
\lambda_r \vec{v}_{u,w} & (w = 1) \\
\lambda_r \vec{v}_{u,w} + \vec{v}_{u,w-1} & (w > 1)
\end{cases}
\]

where \( w = 1, 2, \ldots, n \) for \( u = 1 \), and \( w = 1 \) for \( u = 2 \).

A matrix \( T \) can be arbitrarily chosen as long as it satisfies Eq. (7.53) and (7.54). Here, we express the matrix \( T \) and its inverse \( T^{-1} \) as:

\[
T = \begin{pmatrix}
0 & 0 & -2/\Gamma^{n-1} & 0 \\
0 & \vdots & 1/\Gamma^{n-1} & 0 \\
\vdots & -2/\Gamma & \vdots & 0 \\
-2 & 1/\Gamma & \vdots & 0 \\
1 & 0 & 0 & 1
\end{pmatrix}
\]

(7.55)
By using an appropriately chosen matrix $T$, Jordan normal form can be obtained as:

$$T^{-1} = \begin{pmatrix}
-1/2^n & -1/2^{n-1} & -1/2^2 & -1/2 & 0 \\
-\Gamma/2^{n-1} & -\Gamma/2^{n-2} & -\Gamma/2 & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
-\Gamma^{n-2}/2^2 & -\Gamma^{n-2}/2 & \vdots & \vdots & \vdots \\
-\Gamma^{n-1}/2 & 0 & 0 & 0 & 0 \\
1/2^n & 1/2^{n-1} & 1/2 & 1 & \vdots \\
\end{pmatrix}. \quad (7.56)$$

Using Jordan normal form, we can write the matrix exponential as follows:

$$J = \begin{pmatrix} J_1 \\ J_2 \end{pmatrix} \quad \text{where} \quad J_1 = \begin{pmatrix} -\gamma & 1 \\ -\gamma & \ddots \\ \vdots & \ddots & 1 & -\gamma \end{pmatrix}, \quad J_2 = -g \quad (7.57)$$

where $J_1$ is $n \times n$ matrix, and $J_2$ is composed of one entry.

Using Jordan normal form, we can write the matrix exponential as follows:

$$e^{tA''} = \sum_k \frac{t^k}{k!} A''^k = \sum_k \frac{t^k}{k!} T J^k T^{-1} = Te^{tJ} T^{-1} = T \left( e^{tJ_1} e^{tJ_2} \right) T^{-1}. \quad (7.58)$$

The matrix exponentials with Jordan components can be expresses as:

$$e^{tJ_1} = e^{t(-\gamma t + N)} = e^{-\gamma t} \sum_{k=0}^{n-1} \frac{t^k}{k!} N^k = e^{-\gamma t} \begin{pmatrix} 1 & \frac{t}{1!} & \frac{t^{n-1}}{(n-1)!} \\ & 1 & \ddots \\ & & \ddots \ & \frac{t}{1!} \\ & & & 1 \end{pmatrix}, \quad (7.59)$$

$$e^{tJ_2} = e^{-gt} \quad (7.60)$$

where $I$ is the identity matrix of size $n$, and $N$ is $n \times n$ matrix defined as:

$$N = \begin{pmatrix} 0 & 1 & & & \\
0 & 0 & \ddots & & \\
& \ddots & \ddots & 1 & \\
& & \ddots & \ddots & \ddots \\
& & & \ddots & 0 \\
\end{pmatrix}, \quad N^k = 0 \text{ for } k \geq n. \quad (7.61)$$

Then, Eq. (7.47) can be solved as follows:
\[ \frac{d}{dt} \vec{N}(t) = A^\prime \vec{N}(t) \iff \vec{N}(t) = e^{tA^\prime} \vec{N}(0) = (Te^{jT^{-1}})\vec{N}(0). \] (7.62)

By using Eq. (7.55) and (7.56) as the matrix \( T \) and \( T^{-1} \), one can write explicit solutions to Eq. (7.62) as:

\[
N_\alpha(t) = e^{-\gamma t} \sum_{j=0}^{\alpha} \binom{t}{j} \frac{t^j \Gamma^j}{j!} N_{\alpha-j}(0) \quad \text{for } \alpha < n,
\]

\[
N_\alpha(t) = e^{-\gamma t} \left( \sum_{\mu=0}^{n-1} N_\mu \sum_{k=0}^{\frac{n-\mu-1}{2}} \frac{t^k \Gamma^k}{k!} \right) + e^{-\gamma t} \sum_{\mu=0}^{n} \frac{1}{2^{n-\mu}} N_\mu \quad \text{for } \alpha = n.
\] (7.63)

In the next section, we will consider a steady state of the system. The solution to a steady state can be used as an initial condition for a system that has been maintained equilibrium before the excitation is turned off.

### 7.4 Steady state with a constant excitation rate

For a steady state, we assume a situation in which particles are being excited from the ground state to the 0th generation at a constant rate to maintain the system in equilibrium. While the system is in equilibrium, the excitation rate, \( \Gamma_e \), is non-zero, and the number of particles in generations, \( N_{\alpha\beta}(t) \), are constants. Let \( N_g, N_{\alpha\beta} \) denote \( N_g(t), N_{\alpha\beta}(t) \) in steady states. With these notations and the excitation rate, the differential equations Eq. (7.7) with \( n \) generations can be written as:
\[
\begin{align*}
\frac{dN_0(t)}{dt} &= -\gamma_0 N_0 + \Gamma_e N_g = 0 \\
\frac{dN_{10}(t)}{dt} &= \Gamma_{10}^0 N_0 - \gamma_{10} N_{10} = 0 \\
\frac{dN_{11}(t)}{dt} &= \Gamma_{11}^0 N_0 - \gamma_{11} N_{11} = 0 \\
\frac{dN_{20}(t)}{dt} &= \Gamma_{20}^0 N_{10} - \gamma_{20} N_{20} = 0 \\
\frac{dN_{21}(t)}{dt} &= \Gamma_{21}^0 N_{10} - \gamma_{21} N_{21} = 0 \\
\vdots
\end{align*}
\]

\[
\frac{dN_{n,2^{n-1}-1}(t)}{dt} = \Gamma_{n,2^{n-1}-1}^0 N_{n-1,2^{n-1}-1} - \gamma_{n,2^{n-1}-1} N_{n,2^{n-1}} = 0.
\]

The term added to the equation of 0\textsuperscript{th} generation, \(N_0(t)\), is due to the excitation from the ground state, \(N_g\), at a rate of \(\Gamma_e\). All differentiations with respect to time are zero since they are in steady state, i.e., the number of particles flowing into a branch is equal to the number of particles draining out from the state at all times. Particles in the ground state are also in equilibrium:

\[
\frac{dN_g(t)}{dt} = -\Gamma_e N_g + g_0 N_0 + g_{10} N_{10} + g_{11} N_{11} + \cdots + g_{n,2^{n-1}} N_{n,2^{n-1}} = 0.
\]

The total number of particles flowing in the system is denoted as:

\[
N_{\text{tot}} = N_g + N_0 + N_{10} + N_{11} + N_{20} + \cdots + N_{n,2^{n-1}}.
\]

By substituting Eq. (7.65) into the equation of 0\textsuperscript{th} generation in Eq. (7.64), a matrix form of Eq. (7.64) can be written as follows:

\[
B \vec{N} = \begin{bmatrix}
-\gamma_0 + g_0 & g_{10} & g_{11} & g_{20} & \cdots & g_{n,2^{n-1}} \\
\Gamma_{10}^0 & -\gamma_{10} & 0 & 0 & \cdots & 0 \\
\Gamma_{11}^0 & 0 & -\gamma_{11} & 0 & \cdots & 0 \\
0 & \Gamma_{20}^0 & 0 & -\gamma_{20} & \cdots & 0 \\
0 & 0 & \cdots & 0 & \cdots & -\gamma_{n,2^{n-1}}
\end{bmatrix}
\begin{bmatrix}
N_0 \\
N_{10} \\
N_{11} \\
N_{20} \\
\vdots \\
N_{n,2^{n-1}}
\end{bmatrix} = \vec{0},
\]

where \(B\) is \((2^{n+1} - 1) \times (2^{n+1} - 1)\) matrix of coefficients, \(\vec{N}\) is the vector form of
the number of particles in branches, and $\vec{0}$ is the zero vector of size $(2^{n+1} - 1)$. Let us solve this homogeneous system of equations, $B\vec{N} = \vec{0}$. Our goal is to find the solutions in terms of the total number of particles in the system, $N_{tot}$.

The matrix $B$ can be resolved into two parts:

$$B = \begin{bmatrix}
-\gamma_0 & 0 & 0 & 0 & \cdots & 0 \\
\Gamma_0^{10} & -\gamma_{10} & 0 & 0 & \cdots & 0 \\
\Gamma_0^{11} & 0 & -\gamma_{11} & 0 & \cdots & 0 \\
0 & \Gamma_0^{20} & 0 & -\gamma_{20} & \cdots & 0 \\
0 & 0 & 0 & 0 & \cdots & -\gamma_{n,2^n-1}
\end{bmatrix} + \begin{bmatrix}
g_0 & g_{10} & g_{11} & g_{20} & \cdots & g_{n,2^n-1} \\
0 & 0 & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & 0 & \cdots & 0
\end{bmatrix}. \quad (7.68)$$

The first part is the same as the matrix $A$ in Eq. (7.8), and thus, similarly to Eq. (7.12), the element $(i, j)$ of the matrix $B$ is expressed as

$$B_{ij} = B_{2^\alpha + \beta, 2^\mu + \nu}$$

$$= -\gamma_{\alpha\beta} \delta_{\mu\alpha} \delta_{\nu\beta} + \Gamma_{\mu\nu}^{\alpha\beta} \delta_{\mu + 1, \alpha} (\delta_{2\nu, \beta} + \delta_{2\nu + 1, \beta}) + g_{\mu\nu} \delta_{\alpha0} \delta_{\beta0}$$

where $\delta$ is Kronecker delta. The subscript $(\alpha, \beta)$ and $(\mu, \nu)$ are used to denote the row and column numbers, $i$ and $j$, of an element of the matrix, respectively. The conversions are:

$$i = 2^\alpha + \beta, \quad j = 2^\mu + \nu. \quad (7.11)$$

The notations are the same as those defined in section 7.2.3, but listed again here:

$$\alpha, \mu = 0, 1, 2, \cdots, n$$

$$\beta = 0, 1, \cdots, 2^\alpha - 1 \quad (7.9)$$

$$\nu = 0, 1, \cdots, 2^\mu - 1.$$

$N_0$ is written as $N_{00}$. The same goes for $\gamma$ and $\Gamma$. Transfer rates are written as:

$$\gamma_{\alpha\beta} \equiv g_{\alpha\beta} + \Gamma_{\alpha\beta}^{\alpha+1, \beta} + \Gamma_{\alpha\beta}^{\alpha+1, \beta+1} \quad \text{for} \quad \alpha \neq n, \quad (7.10)$$
\[ \gamma_{\alpha\beta} \equiv g_{\alpha\beta} \quad \text{for} \quad \alpha = n. \]

Let us check whether or not Eq. (7.67) has any non-trivial solution other than a trivial one, i.e., \( \vec{N} = 0 \). The summation of row vectors in the matrix \( B \) is

\[
\sum_i B_{ij} = \sum_{\alpha, \beta} B_{2^\alpha + \beta, 2^\mu + \nu} \equiv \sum_{\alpha, \beta} \left[ -\gamma_{\alpha\beta} \delta_{\mu\alpha} \delta_{\nu\beta} + \Gamma_{\mu\nu}^{\alpha\beta} \delta_{\mu+1,\alpha} \left( \delta_{2\nu,\beta} + \delta_{2\nu+1,\beta} \right) + g_{\mu\nu} \delta_{\alpha0} \delta_{\beta0} \right] \tag{7.70}
\]

\[
= -\gamma_{\mu\nu} + \Gamma_{\mu\nu}^{\mu+1,\nu} + \Gamma_{\mu\nu}^{\mu+1,\nu+1} + g_{\mu\nu}
\]

\[
= 0 \quad \text{(from Eq. (7.10))}.
\]

Thus, the row vectors are not independent. In other words, the determinant of matrix \( B \) is zero, which ensures that Eq. (7.67), \( B\vec{N} = 0 \), has nonzero solutions.

For \( i > 1 \), i.e., the 1st and further generations,

\[
0 = \left( B\vec{N} \right)_i = \sum_j B_{ij} \vec{N}_j = \sum_{\mu, \nu} B_{2^\alpha + \beta, 2^\mu + \nu} \vec{N}_{\mu\nu}
\]

\[
= \sum_{\mu, \nu} \left[ -\gamma_{\alpha\beta} \delta_{\mu\alpha} \delta_{\nu\beta} + \Gamma_{\mu\nu}^{\alpha\beta} \delta_{\mu+1,\alpha} \left( \delta_{2\nu,\beta} + \delta_{2\nu+1,\beta} \right) + g_{\mu\nu} \delta_{\alpha0} \delta_{\beta0} \right] \vec{N}_{\mu\nu} \tag{7.71}
\]

\[
= \begin{cases} 
-\gamma_{\alpha\beta} \vec{N}_{\alpha\beta} + \Gamma_{\alpha-1,\beta/2}^{\alpha\beta} \vec{N}_{\alpha-1,\beta/2} & (\beta = \text{even}) \\
-\gamma_{\alpha\beta} \vec{N}_{\alpha\beta} + \Gamma_{\alpha-1,(-1)/2}^{\alpha\beta} \vec{N}_{\alpha-1,(-1)/2} & (\beta = \text{odd})
\end{cases}
\]

\( g_{\mu\nu} \delta_{\alpha0} \delta_{\beta0} \) in the second line vanishes since \( \alpha, \beta \neq 0 \) when \( i > 1 \). By rearranging Eq. (7.71), we obtain:

\[
\vec{N}_{\alpha\beta} = \begin{cases} 
\Gamma_{\alpha-1,\beta/2}^{\alpha\beta} \vec{N}_{\alpha-1,\beta/2} \equiv R_{\alpha\beta}^{\text{even}} \vec{N}_{\alpha-1,\beta/2} & (\beta = \text{even}) \\
-\gamma_{\alpha\beta} \vec{N}_{\alpha\beta} + \Gamma_{\alpha-1,(-1)/2}^{\alpha\beta} \vec{N}_{\alpha-1,(-1)/2} & (\beta = \text{odd})
\end{cases}
\]

\[
\vec{N}_{\alpha-1,\beta/2} \equiv R_{\alpha\beta}^{\text{even}} \vec{N}_{\alpha-1,\beta/2} \quad (\beta = \text{even})
\]

\[
0 = (B\vec{N})_i = \sum_j B_{ij} \vec{N}_j = \sum_{\mu, \nu} B_{2^\alpha + \beta, 2^\mu + \nu} \vec{N}_{\mu\nu}
\]

\[
= \sum_{\mu, \nu} \left[ -\gamma_{\alpha\beta} \delta_{\mu\alpha} \delta_{\nu\beta} + \Gamma_{\mu\nu}^{\alpha\beta} \delta_{\mu+1,\alpha} \left( \delta_{2\nu,\beta} + \delta_{2\nu+1,\beta} \right) + g_{\mu\nu} \delta_{\alpha0} \delta_{\beta0} \right] \vec{N}_{\mu\nu}
\]

\[
0 = (B\vec{N})_i = \sum_j B_{ij} \vec{N}_j = \sum_{\mu, \nu} B_{2^\alpha + \beta, 2^\mu + \nu} N_{\mu\nu}
\]

\[
= \sum_{\mu, \nu} \left[ -\gamma_{\alpha\beta} \delta_{\mu\alpha} \delta_{\nu\beta} + \Gamma_{\mu\nu}^{\alpha\beta} \delta_{\mu+1,\alpha} \left( \delta_{2\nu,\beta} + \delta_{2\nu+1,\beta} \right) + g_{\mu\nu} \delta_{\alpha0} \delta_{\beta0} \right] N_{\mu\nu}
\]

\[
= \begin{cases} 
-\gamma_{\alpha\beta} N_{\alpha\beta} + \Gamma_{\alpha-1,\beta/2}^{\alpha\beta} N_{\alpha-1,\beta/2} & (\beta = \text{even}) \\
-\gamma_{\alpha\beta} N_{\alpha\beta} + \Gamma_{\alpha-1,(-1)/2}^{\alpha\beta} N_{\alpha-1,(-1)/2} & (\beta = \text{odd})
\end{cases}
\]

\( g_{\mu\nu} \delta_{\alpha0} \delta_{\beta0} \) in the second line vanishes since \( \alpha, \beta \neq 0 \) when \( i > 1 \). By rearranging Eq. (7.71), we obtain:

\[
N_{\alpha\beta} = \begin{cases} 
\Gamma_{\alpha-1,\beta/2}^{\alpha\beta} N_{\alpha-1,\beta/2} \equiv R_{\alpha\beta}^{\text{even}} N_{\alpha-1,\beta/2} & (\beta = \text{even}) \\
-\gamma_{\alpha\beta} N_{\alpha\beta} + \Gamma_{\alpha-1,(-1)/2}^{\alpha\beta} N_{\alpha-1,(-1)/2} & (\beta = \text{odd})
\end{cases}
\]
where

\[ R_{\alpha\beta}^{\text{eve}} = \frac{\Gamma_{\alpha-1,\beta}^{\alpha\beta}}{\gamma_{\alpha\beta}} (\beta = \text{even}) \]
\[ R_{\alpha\beta}^{\text{odd}} = \frac{\Gamma_{\alpha-1,\beta-1}^{\alpha\beta}}{\gamma_{\alpha\beta}} (\beta = \text{odd}). \]  

Eq. (7.72) is a recurrence equation of a daughter branch as a function of its mother (preceding) branch. By repeatedly applying this recurrence equation, \( \mathcal{N}_{\alpha\beta} \) in Eq. (7.72) can be written in terms of \( \mathcal{N}_0 \) as:

\[ \mathcal{N}_{\alpha\beta} = \mathcal{N}_0 \prod_{k} R_k \quad (\alpha, \beta \neq 0) \]  

where, to avoid a confusion, only one symbol \( k \) is used as an index of the product, which represents a set of a generation index and a branch index as shown in subscripts of \( R \) in Eq. (7.73). For instance, the third branch in the 2\( \text{nd} \) generation is denoted as \((\alpha, \beta) = (2,2)\), and a particle excited to the 0\( \text{th} \) generation flows through \((0,0) \rightarrow (1,1) \rightarrow (2,2)\), and hence, \( \mathcal{N}_{22} \) can be written as:

\[ \mathcal{N}_{22} = \mathcal{N}_0 \prod_{k} R_k = \mathcal{N}_0 R_{22} R_{11} = \mathcal{N}_0 \frac{\Gamma_{11}^{22} \Gamma_{0}^{11}}{\gamma_{22} \gamma_{11}}. \]  

Since \(-\gamma_0 \mathcal{N}_0 + \Gamma_e \mathcal{N}_g = 0\) in Eq. (7.64),

\[ \mathcal{N}_g = \frac{\gamma_0 \mathcal{N}_0}{\Gamma_e}. \]  

By substituting Eq. (7.74), Eq. (7.76) into Eq. (7.66), the total number of particles, \( \mathcal{N}_{\text{tot}} \), can be written in terms of \( \mathcal{N}_0 \):

182
\[ \mathcal{N}_{tot} = \mathcal{N}_0 + \mathcal{N}_g + \sum_{\mu,\nu \neq 0} \mathcal{N}_{\mu \nu} = \left[ 1 + \frac{\gamma_0}{I_e} + \sum_{\mu,\nu \neq 0} \left( \prod_k R_k \right) \right] \mathcal{N}_0. \tag{7.77} \]

The summation is taken for branches within all generations except for the ground and 0th generation. Then, \( \mathcal{N}_0 \) can be written as:

\[ \mathcal{N}_0 = \frac{\mathcal{N}_{tot}}{1 + \frac{\gamma_0}{I_e} + \sum_{\mu,\nu \neq 0} \left( \prod_k R_k \right)} . \tag{7.78} \]

By substituting Eq. (7.77) into Eq. (7.74) and Eq. (7.76), the solutions for \( \mathcal{N}_{\alpha \beta} \) and \( \mathcal{N}_g \) are obtained:

\[ \mathcal{N}_{\alpha \beta} = \frac{\prod_k^{\alpha \beta} R_k}{1 + \frac{\gamma_0}{I_e} + \sum_{\mu,\nu \neq 0} \left( \prod_k R_k \right)} \mathcal{N}_{tot} \quad (\alpha, \beta \neq 0) \]

\[ \mathcal{N}_0 = \frac{1}{1 + \frac{\gamma_0}{I_e} + \sum_{\mu,\nu \neq 0} \left( \prod_k R_k \right)} \mathcal{N}_{tot} . \tag{7.79} \]

\[ \mathcal{N}_g = \frac{\gamma_0/I_e}{1 + \frac{\gamma_0}{I_e} + \sum_{\mu,\nu \neq 0} \left( \prod_k R_k \right)} \mathcal{N}_{tot} . \]

These solutions express the number of particles in the ground and excited states when the system is in equilibrium, i.e., the excitation and relaxation are balanced and the number of particles in each state is unchanged over time. In the next chapter, we apply the analytical solutions to a dielectric relaxation problem, where we use the steady-state solution as an initial condition.
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Chapter 8. Application of fractal relaxation to dielectric dispersion

As the first physical application of the formulation of relaxation processes derived in the previous chapter, we tackled the problem of dielectric relaxation in systems with fractal structures and were able to relate the relaxation behavior in time- and frequency-domains. We chose the dielectric dispersion problem since it had been studied well experimentally and theoretically over the past century, and the knowledge of the problem had been accumulated enough to compare our model. Upon choosing appropriate rate constants, our model described accurately well-known non-exponential and non-Debye time- and frequency-domain functions, such as stretched exponentials, Havriliak-Negami, and frequency power law.

In this chapter, firstly, the definition of a relaxation function and its expression in time- and frequency-domain are presented, and secondly, several assumptions that we made for this problem are introduced. Finally, comparison of our fractal relaxation model to the well-known Debye-type dielectric relaxation curves are described, and potential applications to other physical problems are discussed.

8.1 Relaxation function and a transform between time- and frequency-domain

Our first objective in this work is to find the normalized cumulative distribution of particles in excited states as a function of time, which in the case of
dielectric relaxation is equivalent to the relaxation function, Eq. (7.6). For the example shown in Figure 7.5, this distribution is given by:
\[
\phi(t) = \frac{\sum_{\alpha \beta} N_{\alpha \beta}(t)}{\sum_{\mu \nu} N_{\mu \nu}(0)} .
\]  
(8.1)

\((\alpha, \mu = 0,1,2,\ldots, n \text{ and } \beta, \nu = 0,1,\ldots, 2^{\alpha} - 1 \text{ or } 2^\mu - 1)\)

Here, we assume that branches within a generation are identical to one another, which in turn means that the transfer and de-excitation rates within the generation are all equal as described in section 7.4.2. In this case, Eq. (8.1) may be rewritten as:
\[
\phi(t) = \frac{\sum_{\alpha} 2^{\alpha} N_{\alpha}(t)}{\sum_{\mu} 2^{\mu} N_{\mu}(0)} \quad (\alpha, \mu = 0,1,\ldots, n)
\]  
(8.2)

where the coefficients reflect the number of branches in generation, i.e., a branching factor of 2. In fact, it turned out that for most of the problems of interest in this study the branching factor did not play an important role, meaning that most experimental data sets could be fitted by a branching factor 1 as well as larger. Thus, the most important features of the family of models depicted in Figure 7.5 is the serial and parallel relaxation pathways, where the serial relaxation is captured fully by the distribution of \(I_{\alpha}\) values, each of which corresponds to a transfer rate of a generation (or energetic level).

The second major objective of this work is to compute the complex dielectric permittivity, \(\varepsilon^*(\omega) = \varepsilon'(\omega) - i\varepsilon''(\omega)\), as the Laplace transform [1-3] of the response function (i.e., the temporal derivative of the relaxation function), namely:
\[
\frac{\varepsilon^*(\omega) - \varepsilon_h}{\varepsilon_l - \varepsilon_h} = \hat{L}\left[-\frac{d}{dt}\phi(t)\right]
\]

(8.3)

where \( \hat{L} \) is the Laplace operator,

\[
\hat{L}[f(t)] = \int_0^\infty e^{-pt} f(t) dt, \quad p = x + i\omega, \text{ and } x \to 0,
\]

(8.4)

and \( \varepsilon_l \) and \( \varepsilon_h \) are the low and high frequency limits of the permittivity for a given relaxation, respectively. The unit of time and frequency can be chosen properly in each particular case. In the current study, in keeping with the high level of generality, we left them as arbitrary units.

8.2 Connection to the physical problem

8.2.1 Initial conditions

As an initial condition at time \( t = 0 \), we used the steady state described in section 7.5, where particles are continuously being excited from the ground state to the 0th generation for \( t < 0 \) to maintain the whole system in equilibrium, and the excitation stops at \( t = 0 \). \( \Gamma_e \) is non-zero and the number of particles in branches, \( N_\alpha(t) \), are constants for \( t < 0 \). This is analogous to an excitation by a DC (direct current) voltage applied to the system. With identical transfer rates within a generation, Eq. (7.73) becomes:

\[
R_\alpha = \frac{\Gamma_\alpha - 1}{\gamma_\alpha} \quad (\alpha \neq 0)
\]

(8.5)

and hence, Eq. (7.74) can be rewritten as:

\[
N_\alpha = N_0 \prod_{k=1}^{\alpha} \frac{\Gamma_{k-1}}{\gamma_k}.
\]

(8.6)
This equation holds for $\alpha = 0$ as well by taking the empty product to be unity. In consequence, Eq. (7.79) is rewritten as follows:

$$N_\alpha = \frac{\prod_{k=1}^{\alpha} \frac{\Gamma_{k-1}}{\gamma_k}}{1 + \frac{\gamma_0}{\Gamma_e} + \sum_{\mu=1}^{n} \left( \prod_{k=1}^{\mu} \frac{\Gamma_{k-1}}{\gamma_k} \right)} N_{tot} \quad (8.7)$$

$$N_g = \frac{\gamma_0/\Gamma_e}{1 + \frac{\gamma_0}{\Gamma_e} + \sum_{\mu=1}^{n} \left( \prod_{k=1}^{\mu} \frac{\Gamma_{k-1}}{\gamma_k} \right)} N_{tot}$$

where

$$\gamma_k \equiv g_k + 2\Gamma_k \quad \text{for} \quad k \neq n \quad (8.8)$$

$$\gamma_n \equiv g_n \cdot$$

Eq. (8.7) gives an initial condition, $\tilde{N}(0)$, i.e., the number of particles at time $t = 0$, which can be substituted into the solutions to the differential equations, Eq. (7.40), that determine the temporal behavior of the particles for $t > 0$, i.e., relaxation after the DC voltage is turned off.

### 8.2.2 Scaling assumptions

For simplicity, we assumed that the number of generations after the zero-th generation was ten $(n = 10)$, and that the transfer and de-excitation rates were proportional from generation to generation with the following proportionality constants, $a$ and $b$:

$$g_\alpha = a \ g_{\alpha-1} \quad (8.9)$$

$$\Gamma_\alpha = b \ \Gamma_{\alpha-1} \quad (8.10)$$

where $\alpha \neq 0$. Hence, the transfer and de-excitation rates of an arbitrary generation
can be expressed in terms of those of the 0\textsuperscript{th} generation:

\[ g_\alpha = a^\alpha g_0 \quad (8.11) \]

\[ \Gamma_\alpha = b^\alpha \Gamma_0 \quad (8.12) \]

for \( \alpha = 0,1,2,\cdots,n \). Superscripts represent the mathematical exponents. With this assumption, only four parameters, \( a, b, g_0, \Gamma_0 \), determine the behavior of relaxation within this fractal structure.

\subsection*{8.2.3 The algorithm for numerical calculations}

We used \textit{Python 2.7.3} [4], and its mathematical package, \textit{Scipy 0.11.0} [5], for numerical calculations. First, we solved the system of differential equations numerically in matrix form, Eq. (7.35), using the scaling assumptions, Eq. (8.11), Eq. (8.12), and the initial condition, Eq. (8.7), with various values of \( a, b, g_0, \Gamma_0 \), and computed the normalized cumulative distribution function (CDF), \( \phi(t) \), of Eq. (8.2). Second, with the normalized cumulative distribution, we calculated the real part of the complex permittivity, Eq. (8.3). To avoid a significant computational error in a relatively high frequency range caused by numerical integration of a complex exponential in Laplace transform, we converted it by Euler’s formula to trigonometric functions which were treated as weights of integration. In the next section, results of numerical calculations and fittings to known dielectric dispersion functions are presented.
8.3 Results

8.3.1 CDF and Permittivity spectra

For the situation described in section 8.2, we performed numerical computations varying $a, b, g_0, \Gamma_0$. Figure 8.1 shows the results of various values of $a$ with other parameters fixed. Figure 8.2 and Figure 8.3 are of various values of $b$ and $\Gamma_0$, respectively. In the top panel of Figure 8.1, a plot in a time-domain, as $a$ is a scaling factor of de-excitation rates, and thus, as it is expected, the timescale of relaxation becomes shorter as $a$ increases. On the other hand, in the bottom panel of a plot in a frequency-domain, curves shift from low frequency to high frequency as $a$ increases. This can be interpreted that the higher the de-excitation rates are, the more flexible the particles (electric charges) are, and hence, they can follow the change in the external field more quickly. In our fractal model, generations play roles as thresholds for quickness of particles because of the generation-dependency of the transfer and de-excitation rates.

As in the top panel of Figure 8.2, the timescale of the relaxation increases as the scaling factor for the transfer rates, $b$, increases. This is because the value of $b$ determines which generation significantly contribute to the relaxation process. For instance, when $b = 0$, particles are not transferred to the high generations of branches, and therefore, they are de-excited only from the $0^{th}$ and the $1^{st}$ generations with relatively high de-excitation rates. On the other hand, when $b$ is close to unity, most of the particles flow to the downstream before they fall down to the ground state,
and hence, the de-excitation from the last few generations at low rates is dominant.

The CDF of the fractal structure (see Figure 8.3, top panel) exhibits a very unique behavior when $\Gamma_0$ is varied from 0.001 to 0.1. In the middle range of the graphs, there are two inflection points especially when a ratio of $\Gamma_0$ to $g_0$ is between 0.06 and 0.16. This observation indicates that there are two significant relaxation processes. At an early time, because the transfer rate is relatively low to the de-excitation rate and the first and rapid relaxation occurs near the zero-th generation, and then the rate of relaxation decreases drastically as the first process diminishes. After the first relaxation, particles keep transferring to higher generations while some of them are de-excited to the ground state, and a noticeable amount of particles finally reach nearly the last generation. The ratio of $\Gamma_\alpha$ to $g_\alpha$ increases, in this case, by a factor of $b/a = 1.6$ from generation to generation, and thus, the fraction of transferring particles increases as they advance to the next generation. The particles that reach the last few generations are de-excited to the ground state at low rates, leading the second relaxation process at a later time.
Figure 8.1  $a=0.40, 0.44, 0.48, 0.50, 0.52, 0.54, 0.56, 0.58, 0.60, 0.70, 0.80, 0.90, 1.00$ (only 0.40, 0.54 and 1.00 curves are indicated in figures.) and $g_0=0.1$, $\Gamma_0=0.1$, $b=0.5$. Top: CDF curves. As value of $a$ increases, the curves shift to the shorter time. Bottom: Permittivity curves. As value of $a$ increases, the curves shift to the higher frequency.
Figure 8.2 $b = 0.00, 0.10, 0.20, 0.30, 0.40, 0.45, 0.47, 0.50, 0.53, 0.60, 0.70, 0.80,$
$0.90$ (only $0.00, 0.40$ and $0.90$ curves are indicated in figures.) and $g_0=0.1, \Gamma_0=0.1, \ a = 0.5$.
Top: CDF curves. As value of $b$ increases, the curves shift to the longer time. Bottom: Permittivity curves. As value of $b$ increases, the curves shift to the lower frequency.
Figure 8.3 \( I_0 = 0.0010, 0.0016, 0.0025, 0.0040, 0.0063, 0.0083, 0.0100, 0.0120, 0.0160, 
0.0250, 0.0400, 0.0630, 0.1000 \) (only 0.001, 0.01 and 0.1 curves are indicated in figures.) and \( g_0=0.1, \ a=0.5, \ b=0.8. \) Top: CDF curves. As value of \( I_0 \) increases, the curves shift to the longer time. Bottom: Permittivity curves. As value of \( I_0 \) increases, the curves shift to the lower frequency.
8.3.2 Fitting to the Debye-type dispersion functions

The well-known Debye dispersion function is expressed as [6]:

\[ \frac{\varepsilon^*(\omega) - \varepsilon_h}{\varepsilon_i - \varepsilon_h} = \frac{1}{1 + i\omega\tau}. \] \hspace{1cm} (8.13)

There are variations of the Debye dispersion function. They can be expressed in general dispersion function with three parameters [7] as:

\[ \frac{\varepsilon^*(\omega) - \varepsilon_h}{\varepsilon_i - \varepsilon_h} = \frac{1}{(i\omega\tau)\zeta + (i\omega\tau)\eta} \] \hspace{1cm} (8.14)

where \(\zeta, \eta\) and \(\xi\) are real positive constants. When \(\zeta = 1, \eta = 0\) and \(\xi = 1\), it reduces to the Debye function. When \(0 < \zeta < 1, \eta = 0\) and \(\xi = 1\), it reduces to the Cole-Cole function [8]. When \(\zeta = 1, \eta = 0\) and \(0 < \xi < 1\), it reduces to the Cole-Davidson function [9]. When \(0 < \zeta < 1, \eta = 0\) and \(0 < \xi < 1\), it reduces to the Havriliak-Negami function [10].

We fitted the distributions of permittivity obtained with various values of \(b\) (Figure 8.2-Bottom) to the Debye-type functions. The Havriliak-Negami dispersion function was the closest to our distributions of permittivity in all cases. The fittings of selected distributions to the Debye and the Havriliak-Negami functions are shown in Figure 8.4. For the Debye dispersion function, the relaxation time \(\tau\) was chosen such that \(\phi(t)\) (CDF, Eq. (8.2)) was equal to an inverse of exponential, i.e., \(\phi(\tau) = e^{-1}\). For other dispersion functions, all parameters including the relaxation time \(\tau\) were fitted numerically. All values of fitting parameters are listed in Table 8.1. When \(g_0 = 0.1, l_0 = 0.1, a = 0.5\), and the value of \(b\) is close to either 0 or 1, the permittivity
curves become close to the Debye dispersion curve and show the nice fit. However, when the value of $b$ is around 0.5, the distributions of permittivity no longer fit very well to the Debye dispersion curve. For instance, when $b = 0.40$ in Figure 8.4, the distribution of permittivity of the fractal model (shown by triangles) is stretched and gradually decreasing. On the other hand, when $b = 0.50$ (shown by squares), the permittivity decreases along with the Debye at low frequency domain, but it starts deviating from the Debye curve around the middle point of the relaxation and draws a completely different curve from the Debye curve at high frequency domain. This observation suggests that the variations of the Debye-type dispersion functions might arise from the fractal structure.

The goodness of fit was judged based on a residual calculated as follows for the fittings shown in figures:

$$Res = \frac{1}{Q_p} \left[ \sum_i (x_{s,i} - x_{f,i})^2 \right]^{1/2}$$ \hspace{1cm} (8.15)

where $Q_p$ is a total number of calculated points, $x_{s,i}$ and $x_{f,i}$ are y-axis values of $i^{th}$ point obtained from the fractal model and the fitting function, respectively. The summation is taken over all points.
The fittings of the distributions of permittivity to Debye type functions. Symbols indicate the values obtained from the fractal model with the following assumed parameters: $g_0=0.1$, $l_0=0.1$, $a=0.5$. The $b$ values are shown in panel. Dashed and Solid lines are Debye and Havriliak-Negami functions, respectively. Residuals between the model and Havriliak-Negami function calculated by Eq. (8.15) are 0.000155 ($b=0.00$), 0.00221 ($b=0.40$), 0.00127 ($b=0.50$), 0.000110 ($b=0.90$).

**Table 8.1**  Fitting parameters of permittivity curves of the fractal model to the Debye and the Havriliak-Negami(HN) dispersion functions.

<table>
<thead>
<tr>
<th></th>
<th>$b$</th>
<th>0.00</th>
<th>0.10</th>
<th>0.20</th>
<th>0.30</th>
<th>0.40</th>
<th>0.45</th>
<th>0.47</th>
<th>0.50</th>
<th>0.53</th>
<th>0.60</th>
<th>0.70</th>
<th>0.80</th>
<th>0.90</th>
</tr>
</thead>
<tbody>
<tr>
<td>Debye</td>
<td>$\tau$</td>
<td>19</td>
<td>29</td>
<td>43</td>
<td>81</td>
<td>370</td>
<td>2164</td>
<td>4154</td>
<td>7094</td>
<td>8729</td>
<td>9914</td>
<td>10173</td>
<td>10215</td>
<td>10226</td>
</tr>
<tr>
<td></td>
<td>$\zeta$</td>
<td>1.00</td>
<td>0.92</td>
<td>0.87</td>
<td>0.80</td>
<td>0.66</td>
<td>0.76</td>
<td>0.95</td>
<td>1.07</td>
<td>1.07</td>
<td>1.02</td>
<td>1.01</td>
<td>1.01</td>
<td>1.00</td>
</tr>
<tr>
<td>HN</td>
<td>$\zeta$</td>
<td>0.93</td>
<td>0.95</td>
<td>0.95</td>
<td>0.97</td>
<td>1.00</td>
<td>0.60</td>
<td>0.45</td>
<td>0.47</td>
<td>0.60</td>
<td>0.85</td>
<td>0.96</td>
<td>0.98</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>$\tau$</td>
<td>21</td>
<td>30</td>
<td>45</td>
<td>78</td>
<td>293</td>
<td>4409</td>
<td>12424</td>
<td>17620</td>
<td>16125</td>
<td>12110</td>
<td>10676</td>
<td>10407</td>
<td>10332</td>
</tr>
</tbody>
</table>
8.3.3 Fitting of the time-domain response to known mathematical functions

The Debye dispersion function was derived from a simple exponential relaxation function in time-domain. However, it is known that relaxation in many complex systems deviates from the Debye relaxation in time-domain. To describe the deviations, the so-called Kohlrausch-Williams-Watts (KWW) law or the stretched exponential law has been suggested [11, 12]:

$$\phi_{KWW}(t) = \exp\left\{-\left(\frac{t}{\tau_m}\right)_{\rho}^{\rho}\right\} \tag{8.16}$$

where $\tau_m$ is a characteristic relaxation time and $0 < \rho \leq 1$. As we see two inflection points in our relaxation curves (e.g., Figure 8.3), we extended this stretched exponential law to a sum of stretched functions below:

$$\phi(t) = C\exp\left\{-\left(\frac{t}{\tau_1}\right)_{\rho_1}^{\rho_1}\right\} + (1 - C)\exp\left\{-\left(\frac{t}{\tau_2}\right)_{\rho_2}^{\rho_2}\right\} \tag{8.17}$$

where $\tau_1, \tau_2$ are characteristic relaxation times and $0 < \rho_1, \rho_2 \leq 1$.

For permittivity curves in frequency domain, Eq. (8.17) was transformed by the so-called $H$-function derived by Hilfer [13]:

$$\frac{\varepsilon'(\omega) - \varepsilon_h}{\varepsilon_i - \varepsilon_h} = C \left\{1 - H_{11}^{11}\left((-i\omega\tau_1)_{\rho_1}^{\rho_1}\left|_{(1, 1)}\right.\right)\left|_{(1, \mu)}\right)\right\} \tag{8.18}$$

$$+ (1 - C)\left\{1 - H_{11}^{11}\left((-i\omega\tau_2)_{\rho_2}^{\rho_2}\left|_{(1, 1)}\right.\right)\left|_{(1, \nu)}\right)\right\}.$$  

The parameters were first obtained from the fitting of CDF to Eq. (8.17), and then substituted into Eq. (8.18) to generate permittivity curves.
Figure 8.5 shows fitting results of CDF and distributions of permittivity of fractal model to the sum of stretched functions. The sum of H-functions, Eq. (8.18), fits the permittivity curves better than Havriliak-Negami function in Figure 8.4. The parameters obtained from the fittings with other $b$ values in Figure 8.2 are listed in Table 8.2.

Figure 8.6 shows the fitting results of selected curves which have two inflection points shown in Figure 8.3. As well as the relaxation curves, permittivity curves are fitted nicely. The parameters obtained from the fittings with other $\Gamma_0$ values in Figure 8.3 are listed in Table 8.3.

<table>
<thead>
<tr>
<th>$b$</th>
<th>0.00</th>
<th>0.10</th>
<th>0.20</th>
<th>0.30</th>
<th>0.40</th>
<th>0.45</th>
<th>0.50</th>
<th>0.53</th>
<th>0.60</th>
<th>0.70</th>
<th>0.80</th>
<th>0.90</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_1$</td>
<td>19</td>
<td>29</td>
<td>22</td>
<td>35</td>
<td>106</td>
<td>175</td>
<td>268</td>
<td>435</td>
<td>424</td>
<td>177</td>
<td>45</td>
<td>17</td>
</tr>
<tr>
<td>$\tau_2$</td>
<td>1.722</td>
<td>10,000</td>
<td>82</td>
<td>184</td>
<td>1,160</td>
<td>4,135</td>
<td>7,084</td>
<td>9,615</td>
<td>10,161</td>
<td>10,235</td>
<td>10,238</td>
<td>10,240</td>
</tr>
<tr>
<td>$\rho_1$</td>
<td>0.96</td>
<td>0.86</td>
<td>0.91</td>
<td>0.86</td>
<td>0.73</td>
<td>0.68</td>
<td>0.64</td>
<td>0.62</td>
<td>0.63</td>
<td>0.65</td>
<td>0.72</td>
<td>0.82</td>
</tr>
<tr>
<td>$\rho_2$</td>
<td>0.68</td>
<td>0.55</td>
<td>0.88</td>
<td>0.78</td>
<td>0.62</td>
<td>0.63</td>
<td>0.79</td>
<td>0.95</td>
<td>0.99</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>$C$</td>
<td>1.00</td>
<td>1.00</td>
<td>0.48</td>
<td>0.49</td>
<td>0.47</td>
<td>0.28</td>
<td>0.29</td>
<td>0.22</td>
<td>0.13</td>
<td>0.03</td>
<td>0.01</td>
<td>0.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\Gamma_0$</th>
<th>0.0001</th>
<th>0.0016</th>
<th>0.0025</th>
<th>0.004</th>
<th>0.0063</th>
<th>0.0083</th>
<th>0.01</th>
<th>0.012</th>
<th>0.016</th>
<th>0.025</th>
<th>0.04</th>
<th>0.063</th>
<th>0.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_1$</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>11</td>
<td>13</td>
<td>14</td>
<td>16</td>
<td>17</td>
<td>21</td>
<td>26</td>
<td>26</td>
<td>23</td>
<td>17</td>
</tr>
<tr>
<td>$\tau_2$</td>
<td>24</td>
<td>27</td>
<td>35</td>
<td>890</td>
<td>6,750</td>
<td>8,969</td>
<td>9,544</td>
<td>9,852</td>
<td>10,082</td>
<td>10,208</td>
<td>10,234</td>
<td>10,239</td>
<td>10,240</td>
</tr>
<tr>
<td>$\rho_1$</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.96</td>
<td>0.93</td>
<td>0.89</td>
<td>0.86</td>
<td>0.83</td>
<td>0.79</td>
<td>0.76</td>
<td>0.77</td>
<td>0.79</td>
<td>0.82</td>
</tr>
<tr>
<td>$\rho_2$</td>
<td>0.99</td>
<td>0.97</td>
<td>0.89</td>
<td>0.41</td>
<td>0.62</td>
<td>0.82</td>
<td>0.89</td>
<td>0.94</td>
<td>0.97</td>
<td>0.99</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>$C$</td>
<td>0.95</td>
<td>0.93</td>
<td>0.92</td>
<td>0.95</td>
<td>0.82</td>
<td>0.61</td>
<td>0.44</td>
<td>0.29</td>
<td>0.15</td>
<td>0.05</td>
<td>0.02</td>
<td>0.01</td>
<td>0.00</td>
</tr>
</tbody>
</table>
Figure 8.5  The fittings of the calculated CDF to the sum of stretched exponential functions, Eq. (8.17), (top, solid line), and the fitting of the calculated permittivity (Figure 8.4, triangles and squares) to the sum of H-functions, Eq. (8.18), (bottom, solid line). Circles and triangles are from the fractal model with the following assumed parameters: $g_0=0.1$, $\tau_0=0.1$, $a=0.5$. The $b$ values are shown in each panel. Residuals calculated in Eq. (8.15) are 0.00102 (top, $b=0.4$), 0.000274 (top, $b=0.5$), 0.00140 (bottom, $b=0.4$), 0.000365 (bottom, $b=0.5$).
Figure 8.6  The fitting of the calculated CDF to the sum of stretched exponential functions, Eq. (8.17), (top, solid line), and the fitting of the calculated permittivity ($\Gamma_0 = 0.010, 0.016$ in Figure 8.3) to the sum of H-functions, Eq. (8.18) (bottom, solid line). Circles and triangles are from the fractal model with the following assumed parameters: $g_0=0.1$, $a=0.5$, $b=0.8$. The $\Gamma_0$ values are shown in each panel. Residuals calculated in Eq. (8.15) are 0.00105 (top, $\Gamma_0 = 0.010$), 0.000453 (top, $\Gamma_0 = 0.016$), 0.00160 (bottom, $\Gamma_0 = 0.010$), 0.000678 (bottom, $\Gamma_0 = 0.016$).
8.4 Discussion

We showed that time-domain solutions were transformed to frequency domain by Laplace transform. To verify that our computations were performed correctly, we calculated the relaxation function in another way described as follows [7]:

\[ \phi_F(t) = \int_{-\infty}^{\infty} F(y) \exp \left( -\frac{t}{\tau} \right) d(\ln \tau) \] (8.19)

where \( y \) is the ratio between any arbitrary relaxation time and the most probable relaxation time in the system, i.e., \( y = \tau / \tau_p \), and the distribution of relaxation times is expressed as:

\[ F(y) = \frac{\xi^2}{2^{\xi/2} \pi} \frac{|\sin(\xi \theta)|}{\{ \cosh[(\xi - \eta) \ln y] + \cos[\pi(\xi - \eta)] \}^{\xi/2}} \] (8.20)

with

\[ \theta = \arctan \left( \frac{y^\eta \sin(\pi \xi) + y^\xi \sin(\pi \eta)}{y^\eta \cos(\pi \xi) + y^\xi \cos(\pi \eta)} \right). \] (8.21)

This method transforms a function in frequency domain to time domain in a different way from the inverse Laplace transform. Therefore, this can be used to verify whether or not the Laplace transform is performed correctly.

By substituting into Eq. (8.20) and Eq. (8.21) the fitting parameters obtained from the fitting of distributions of permittivity to the general dispersion function (Eq. (8.14)), and evaluating the integral of Eq. (8.19), we were able to determine the relaxation function. The result is shown in Figure 8.7. As we can see from the result,
our numerical calculation of relaxation function in Eq. (8.2) is consistent with $\phi_F(t)$ in Eq. (8.19), which means that our numerical calculation of Laplace transform in Eq. (8.3) was correctly performed, since we used the permittivity curves transformed by Eq. (8.3) to obtain the parameters in Eq. (8.20) and Eq. (8.21).

Our fractal structure model based on Cantor set successfully reproduced both the Debye (exponential) and non-Debye (non-exponential) dielectric dispersion curves. Seamless transitions between these curves can be obtained by varying proportionality constants, which can be interpreted as factors determining the response speed of electrons in a material to an applied external field. As the first
physical application, we applied the fractal relaxation model to dielectric dispersions, but our fractal model is not limited to a flow of particles in different energy states. We believe that it can be applied to a lot of other relaxation showing non-exponential behaviors. A couple of examples are described below.

As mentioned in section 2.1.2, the mixture of fluorescent molecules show non-exponential fluorescence decays. It is also known that even in the case only a single fluorophore is contained, fluorescent intensities of many samples decay non-exponentially. These data are usually interpreted in terms of a multi-exponential model (Eq. (2.7)), which requires explanation of the multiple decay times [14]. Some studies of fluorescence life time interpret the multiple decay times in terms of different charge-transfer rate arising from conformational distribution or differences of proteins [15–18]. Another example is flavoproteins displaying slight deviations from single exponential decays that were attributed to traces of free flavin mononucleotide (FMN) and electron transfer in FMN binding protein [19, 20]. However, exact origin of these non-exponential behaviors remains unclear. Our fractal model can be expected to explain the non-exponential behavior of fluorescence decay as parallel transitions of electrons in excited states.

Myoglobin-CO (MbCO) rebinding is also known to show a non-exponential relaxation. Mb has four binding sites in the heme pocket called Xe1, Xe2, Xe3, Xe4 sites characterized by binding xenon [21]. When a CO molecule bound to the heme of
Mb is flashed away by a pulsed laser and is in the rebinding process in the heme pocket, it is observed that the CO molecule migrates between the xenon binding sites before rebinding to the heme [22-24]. The binding site that the CO molecule stays at and its relaxation time depend on the types of myoglobin and temperature. The relaxation times are in the order of 1ns to 100ns except for L29W mutant with CO migrating from Xe1 site, which takes up to 1.5ms [23]. Ansari et al. suggested that the conformational change in protein may slow down the ligand recombination to Mb in high viscosity solvents at room temperature [25, 26]. Figure 8.8 shows the number of CO molecules which has not yet recombined to the iron in the heme detected by transient absorption spectroscopy [27]. The data was fitted to the normalized

![Figure 8.8](image)

Figure 8.8 Temporal change in the number of CO molecules not yet rebound to the heme following photodissociation. Circles are experimental data obtained by transient absorption spectroscopy. Solid line is the fitting of the fractal model (Eq. (8.2)) to the experimental data with the following parameters: $n = 4, g_0 = 1.74 \times 10^7, \Gamma_0 = 3.35 \times 10^7, a = 0.23, b = 0.24$, and branching factor = 1. Data reproduced from [27].
cumulative distribution function (Eq. (8.2)) with the branching factor equal to one, and four generations (n=4), drawn by a solid line in the figure. Four generations correspond to four xenon binding sites, and relaxation time at each generation may be interpreted as the mean sojourn time of CO molecules at the binding site.

Non-exponential relaxations are not observed only in biological systems, but also in social systems. The income distribution is one of them. The study of non-exponentiality of distributions of income and wealth can be traced back to Pareto's work more than a century ago which revealed that wealth distribution follows a power law tail for the richer sections of society [28], known as the Pareto law. Since then, numerous studies of income distributions have been done in the economics, econometrics and econophysics literature [29-34]. In general, the bulk of the income distribution, i.e., except for the richer sections, fits the log-normal and the gamma distributions well. Economists usually prefer the log-normal distribution, whereas statisticians and physicists prefer the gamma distributions for the probability density or the Gibbs (exponential) distribution for the cumulative distribution [35]. The tail of the distribution, that is, the richer sections, is agreed to be described by a power law, as was found by Pareto. The reason behind the universality of income and wealth distributions, and the power law tail is still argued. We are expecting that our fractal relaxation model might help understanding the Pareto law at the tail of income distribution. Figure 8.9 shows the fitting of the normalized cumulative distribution function (Eq. (8.2)) of fractal relaxation model to the cumulative U.S. income distribution.
distribution in 2010. As was expected, the fractal model fitted nicely at the lower income level, but also at the higher income level showing the power law tail. This fact indicates that the different behaviors of distributions of income and wealth at lower and upper ends might be attributed to characteristics of structure of the system, in this case, the social construction. The fractal-based approach to economic system might provide a new perspective of economical classification of population.

Figure 8.9  Normalized cumulative distribution of income. Circles are income data of the U.S. in 2010. Solid line is the fitted line to the fractal model (Eq. (8.2)) with the following parameters: \( n = 3, g_0 = 2.15 \times 10^{-5}, \Gamma_0 = 8.34 \times 10^{-7}, a = 0.20, b = 0.41 \). Data are obtained from IRS [36].
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Chapter 9. Conclusion and possible future directions

As described in chapter 5 and 6, we performed molecular dynamics (MD) simulations in conjunction with FRET spectrometry to investigate the oligomerization state and the binding interfaces of M₂ muscarinic acetylcholine receptors within their oligomers. Our study suggested that the M₂ receptor forms dimers involving TM4, and the dimers associate into tetramers involving numerous binding interfaces located on TM1, TM3, TM4, and possibly, TM5, and Helix8. The fitting of the simulated models to experimentally obtained FRET histograms showed that at most 80% of the receptors form dimers with a half-lifetime of ~4 ms, and about 10% of rhombic tetramers coexist transiently (with a very short half-life time of ~20 µs) with the dimers. The dissociation constants of dimers and tetramers were found to be 712 µm⁻² and 1.6 × 10⁵ µm⁻², and the corresponding binding energies were determined as −4.5 kcal/mol and −1.4 kcal/mol, respectively. The binding interface we found between monomers is very similar to a recently suggested binding interface of the M₃ receptor [1]. Further investigation revealed that the previously reported cholesterol binding site between TM1, TM2, TM3, and TM4 [2] was located at the tetrameric binding interface between dimers of M₂, and hence, we concluded that cholesterol might affect the transient formation of tetramers of the M₂ receptor by increasing the stability of the TM helices. Cholesterol has been suggested to play an important role in cooperativity in the M₂ receptor [3, 4], and interactions between TM domains for the M₃ and the β₂-adrenogenic receptor [5, 6]. These observations are indicative of cholesterol being an important factor in GPCR oligomerization. Currently, there is no
direct evidence of which TM domains are involved in the oligomerization of the M2 receptor. To validate our method, other experimental approaches that will reveal binding interfaces of the M2 oligomers need to be used in the future.

In the meantime, we need to improve the accuracy of MD simulations. The easiest way is to run more simulations to collect more data; however, this will be computationally expensive, and hence, the feasibility of this method highly depends on the available computer resources. Another method is to analyze energy landscapes of structural models and carefully choose structures to be examined. In this way, one can reduce the number of simulations, save the computation time, and expend it on simulations of selected structures more intensively to obtain the data efficiently. In addition, if we perform MD simulations with all-atomic molecular structures instead of coarse-grained structures used in this study, it will improve the estimation of atomic interactions, and allow us to compute the distances and the orientation factors of fluorescent tags with higher accuracy. Although there is still room for improvement on this method, we believe that this work demonstrated that MD simulations of fluorescent proteins are useful for analyzing data from FRET spectrometry thereby providing a powerful tool for the study of protein-protein interactions.

We also examined relaxation in fractal structures by solving a system of differential equations in the time domain. In this study, we applied the fractal model to dielectric dispersion as a test case, since its non-exponential behavior has been well
demonstrated experimentally and theoretically over the past century. Our fractal model successfully reproduced both the exponential and the non-exponential relaxation by adjusting two parameters: the transfer rate and the rate of de-excitation of particles flowing in the system. Our fractal model can be applied to a wide variety of systems characterized by non-exponential decays. We suggested the potential applications that are expected to have hierarchical structures and thereby present non-exponential behaviors.

Of great interest is to apply the fractal relaxation model to the non-exponential fluorescence decay. It has been suggested, for instance, that the non-exponential decay of tryptophan fluorescence might be the result of multiple fluorescent lifetimes due to conformational differences between proteins which lead to different electron transfer rates [7-10]. However, the exact origin of the non-exponential fluorescent life time of a single molecule still remains unclear. A multi-exponential function (Eq. (2.7)), a life-time distribution (Eq. (2.10)) or a stretched exponential function (Eq. (2.11)) is usually used for analyzing experimental data of the non-exponential fluorescence life time. We expect that the non-exponential behavior might be attributed to parallel transitions of electrons in multiple, hierarchically organized energetic levels within fluorescent molecules. In the case of FRET with the mixture of donors and acceptors, the transfer rate within a fractal structure might be replaced by the rate of energy transfer of FRET ($\Gamma_{\text{FRET}}$). Even if that is not the case, $\Gamma_{\text{FRET}}$ depends on the life time of the donor (Eq. (2.18)), and
hence, if we can successfully apply our fractal model to this problem, this in turn could help, develop correct approaches for analyzing FRET measurements in the time domain, which currently pose many challenges.
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Appendix:

Raw Data of molecular dynamics simulations of fluorescent tags

All simulation results of six 1 μs production runs of fluorescent tags for each protomer orientation are shown in the following tables. Data of each individual production run are listed along the rows, and protomer orientations along the columns. Each production run is divided into six subcategories denoting pairs within a tetramer (Figure 5.1 A) for which orientation factors $\kappa^2$ and a distance are calculated. Top two cells show orientation factors for a donor-acceptor pair and its swapped pair. For example, for $p_{11}p_{12}$ protomer pair, the first cell shows an orientation factor calculated for the tag of $p_{11}$ as a donor and the tag of $p_{12}$ as an acceptor, while the second cell shows the tag of $p_{11}$ as an acceptor and the tag of $p_{12}$ as a donor. Bottom cell shows a distance between the centers of mass of chromophores.

<table>
<thead>
<tr>
<th>Simulation#</th>
<th>Protomer pair</th>
<th>$\kappa^2$ [donor, acceptor]</th>
<th>$\kappa^2$ [acceptor, donor]</th>
<th>r (Distance[nm])</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
</tr>
<tr>
<td></td>
<td>(p_1p_2)</td>
<td>(p_1p_3)</td>
<td>(p_1p_4)</td>
<td>(p_1p_5)</td>
</tr>
<tr>
<td>-35</td>
<td>0.291</td>
<td>0.221</td>
<td>0.182</td>
<td>0.538</td>
</tr>
<tr>
<td>-90</td>
<td>0.272</td>
<td>0.556</td>
<td>0.121</td>
<td>2.694</td>
</tr>
<tr>
<td>-45</td>
<td>0.246</td>
<td>2.382</td>
<td>0.899</td>
<td>0.348</td>
</tr>
<tr>
<td>-3.75</td>
<td>0.139</td>
<td>0.663</td>
<td>0.261</td>
<td>0.710</td>
</tr>
<tr>
<td>0</td>
<td>0.144</td>
<td>0.747</td>
<td>1.203</td>
<td>0.397</td>
</tr>
<tr>
<td>15</td>
<td>0.112</td>
<td>0.135</td>
<td>0.933</td>
<td>3.026</td>
</tr>
<tr>
<td>30</td>
<td>0.664</td>
<td>0.098</td>
<td>0.938</td>
<td>1.413</td>
</tr>
<tr>
<td>45</td>
<td>0.323</td>
<td>1.599</td>
<td>0.300</td>
<td>0.537</td>
</tr>
<tr>
<td>90</td>
<td>0.879</td>
<td>0.134</td>
<td>0.632</td>
<td>1.937</td>
</tr>
<tr>
<td>135</td>
<td>0.104</td>
<td>0.498</td>
<td>0.305</td>
<td>1.819</td>
</tr>
</tbody>
</table>

The table above contains values for different parameters at various angles. Each row represents a specific angle, and each column represents a different parameter. The values are given in a tabular format with each cell showing the result of the calculation.
<p>| | | | | | | | | | | | | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.257</td>
<td>0.188</td>
<td>0.132</td>
<td>0.321</td>
<td>1.012</td>
<td>0.615</td>
<td>1.507</td>
<td>0.776</td>
<td>0.162</td>
<td>0.110</td>
<td>0.155</td>
<td>0.424</td>
<td>0.786</td>
<td>0.738</td>
<td>1.526</td>
<td>0.199</td>
<td>0.163</td>
<td>0.681</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.258</td>
<td>0.188</td>
<td>0.133</td>
<td>0.321</td>
<td>1.010</td>
<td>0.615</td>
<td>1.482</td>
<td>0.774</td>
<td>0.158</td>
<td>0.110</td>
<td>0.149</td>
<td>0.426</td>
<td>0.778</td>
<td>0.753</td>
<td>1.492</td>
<td>0.197</td>
<td>0.164</td>
<td>0.690</td>
<td></td>
</tr>
</tbody>
</table>
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