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�x adjusting pitch and duration using LP-PSOLA 

Cognitive techniques 
 

Cognitive techniques cover all methods that using abstract neuronal structures, and 

usually depend on a training phase such as Artificial Neural Networks (ANN), Radial Basis 

Function Neural Networks (RBFNN), Classification and Regression Trees (CART), Topological 

Feature Mapping, and Generative Topographic Mapping. It is necessary to both inputs, and 

outputs are available. Usually, they are used for cases that only two possible output values are 

available. One of the good examples of these decision problems is speech recognition. For 

solving this problem we need separate network (model), trained for each specific phoneme or 

word or sentence that is going to be recognized. 

 

Figure 3.7 Shows Artificial Neural Network 
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Artificial Neural Network (ANN) algorithms are machine learning and cognitive science 

technique which are used to compute functions that can depend on a lot of inputs and are 

regularly unknown. These models include interconnected "neurons" which exchange data 

between each other. The connection between two nodes has a weight associated with it that can 

be tuned based on learning. In 2009 Srinivas et al. [35] offer to use this technique(ANN) for 

Voice conversion. The ANN is trained to convert Mel-cepstral coefficients (MCEPs) of the 

source speaker to the target speaker's MCEP's. That approach used a parallel set of sentences 

from source and target speakers. In feature extraction step, MCEPs and fundamental frequency 

extract as filter parameters and excitation feature. In next step, dynamic time warping is used to 

align MCEP vectors between the source and target speakers. The output of this stage is set of 

paired feature vector X and Y which used to train ANN model to perform the transforming from 

X to Y. 

 

Figure 3.8 Shows Artificial Neural Network learning stage  
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Statistical Techniques 
 

Statistical Techniques include Gaussian Mixture Models (GMM), Hidden Markov 

Models (HMM), Multi Space Probability Distributions, Maximum Likelihood Estimators 

(MLE), Principal Component Analysis (PCA), Unit Selection (US), Frame Selection (FS), K-

means and K-histograms. In this group, some of the techniques such as Gaussian model assume 

feature vectors or vocal parameters have a random component and may be expressed by means 

and standard deviations. The other group such as Markov models develops over time according 

to simple rules based on the recent past. 

 

Figure 3.9 a) Shows GMM classification. b) Shows HMM model 

 

A Gaussian Mixture Model (GMM) is a parametric probability density function 

represented as multiple Gaussian distributions (Distribution based on population mean and the 

variance). GMM is one of the famous signal processing techniques that use for speaker 

recognition and in voice conversion system known as the state of the art technology because it 



31 
 

has the best quality of transformed speech. GMM parameters are estimated from well-trained 

datasets using the iterative Expectation-Maximization (EM) algorithm. 

The probability density of the Gaussian distribution shown in equation below: 

f(x|μ, σ2) =
1

σ√2π
e
−

(x−μ)2

2σ2  

Where  

- x is data point. 

- μ is mean or expectation of the distribution: 

μ =
1

M
∑ Xi

M

i

 

- 𝜎 is Standard Deviation and 𝜎2is Variance 

σ2 =
1

M
∑(Xi − μ)2

M
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Figure 3.10 Probability density of the Gaussian distribution N(0,1.5), N(-1,2) and N(1,3) 
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To demonstrate GMM we can use a set of data shown in figure 3.11 (a). That data doesn't 

like one Gaussian, and it looks like we have three groups of data. Figure 3.11(b) shows simple 

Gaussian Mixture Model that involves three Gaussian distributions. 

 

 Figure 3.11 Gaussian Mixture Model 

 

GMM has a probability distribution that indicates the probability that each point belongs 

to the cluster. There are various techniques available for determining the parameters of a GMM. 

A General Gaussian mixture model is the linear combination of several Gaussian functions given 

by the equation below: 

𝑝(𝑥𝑖|𝛾) = ∑𝜔𝑖𝑓(𝑥|𝜇𝑖, 𝜎𝑖
2)

𝑘

𝑖=1
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Where x is continuous-valued data vector (features), k is the number Gaussian 

distribution, ωi (i = 1 . . K) are prior probabilities or the mixture weights, 𝛾 is set of mixture 

model with k components ({μ1, σ1
2, 𝜔1}, {…}, {μK, σK

2, 𝜔𝐾}) and f(x|μi, σi
2) are Gaussian 

densities given in equation below: 

𝑓(𝑥|𝜇𝑖, 𝜎𝑖
2) =

1

𝜎𝑖√2π
e
−

(x−𝜇𝑖)
2

2𝜎𝑖
2

 

One of the most popular methods for Parameter Estimation and unsupervised learning is 

Expectation-Maximization (EM). Expectation-Maximization (EM) is a parameter estimation 

algorithm for GMMs that will determine an optimal setting for all of the GMM parameters, using 

a set of data points. EM algorithm start with initializing each Gaussian model randomly 

(𝜇, 𝜎 𝑎𝑛𝑑 ω), then estimate a new model base on initial one. After that, the new model becomes 

the initial model for the next iteration, and it will continue until convergence. Figure 3.12 shows 

parameter estimation for GMM using EM algorithm. 

 

Figure 3.12 Gaussian Mixture Model using Expectation-Maximization algorithm 
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In Expectation stage, for each input data 𝑥𝑖 and Gaussian mixture k
th

(m1…mK), 

probability density needs to compute. The formula below used to derive posterior probability or 

membership weight: 

𝑝(𝑥𝑖|𝛾𝑘) =
𝜔𝑘𝑓(𝑥|𝜇𝑘, 𝜎𝑘

2)

∑ 𝜔𝑚𝑓(𝑥|𝜇𝑚, 𝜎𝑚
2)𝐾

𝑚=1

 

Where 𝑥𝑖 is from training vector x={x1… xM} and 𝜔𝑘 is weights for mixture k
th

. In 

Maximization stage, a new value (𝜔𝑘 , 𝜇𝑘  and𝜎𝑘) for each mixture needs to re-estimate (update). 

The equations in the Maximization stage required to be calculated in this order, first compute the 

M new Mixture weight, then the M new means, and finally the M new Variances. Equations 

below show estimation formula for 𝜔𝑘 , 𝜇𝑘  , and 𝜎𝑘. 

Prior probabilities or Mixture weight: 

𝜔𝑘 =
1

𝑀
∑𝑝(𝑥𝑖|𝛾𝑘)

𝑀

𝑖=1

 

Mean (calculate 𝜇𝑘
𝑛𝑒𝑤 for all mixtures): 

𝜇𝑘
𝑛𝑒𝑤 =

∑ 𝑝(𝑥𝑖|𝛾𝑘) ∗ 𝑥𝑖
𝑀
𝑖=1

∑ 𝑝(𝑥𝑖|𝛾𝑘)
𝑀
𝑖=1

 

Variance (used new 𝜇  calculated in last step): 

𝜎𝑘 =
∑ 𝑝(𝑥𝑖|𝛾𝑘) ∗ (𝑥𝑖 − 𝜇𝑖

𝑛𝑒𝑤)2𝑀
𝑖=1

∑ 𝑝(𝑥𝑖|𝛾𝑘)
𝑀
𝑖=1
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Convergence is commonly recognized by measuring the value of the log-likelihood at the 

end of each iteration and declares finish when there is no significant change between current and 

last iteration. We can compute the log-likelihood as defined below: 

𝑙(𝛾) = ∑𝑙𝑜𝑔 (∑ 𝑝(𝑥𝑖│𝛾𝑚)

𝐾

𝑚=1

) 

𝑀

𝑖=1

= ∑ (𝑙𝑜𝑔 ∑ 𝜔𝑚𝑓(𝑥𝑖|𝜇𝑚, 𝜎𝑚
2)

𝐾

𝑚=1

)

𝑀

𝑖=1

 

Where M is a number of data points, K is a number of mixtures (Gaussian component), 

and p is the Gaussian density for the m
th

 mixture component. 

In 1998 Stylianou et al. [28] proposed the Gaussian Mixture Model (GMM) for Voice 

Conversion. Their approach assumes two sets of parallel speech from both speakers are present. 

Then from each set, spectral envelope (e.g., MFCC) extracted with a fixed 10ms frame rate and 

aligned using Dynamic Time Warping (DTW). In next step GMM model generate for source 

data by using Expectation-Maximization (EM) algorithm. And in the final step of learning 

procedure conversion function generate by applying least squares (LS) Optimization. After a 

transformation function has been computed, the process can be iterated back to re-estimating the 

time-alignment step between the transformed envelopes and the objective envelopes. Figure 3.13 

shows the block diagram of the learning procedure. 

 

Figure 3.13 Block diagram of the learning procedure [28]. 
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In next stage (conversion stage) use PSOLA like modifications to re-computing the pitch-

synchronous synthesis. After applying conversion signal to spectral envelopes, results need to 

filter to eliminate noises. The noise portion is adjusted with two different fixed filters (so-called 

corrective filters) for voiced and unvoiced frames. Figure 3.14 shows the block diagram of the 

voice conversion procedure. 

 

Figure 3.14 Block diagram of the voice conversion procedure [28]. 

  


