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(a)Temperature [105,150] 

 

(b)Temperature [125,165] 

Figure 3.6 The Comfort Level of Different Set Point Range 

Figure 3.6 shows that the value of comfort level index could be maintained above 0.95 

during most time periods, and sometimes it could reach to 1. In other words, BPSO 

optimization strategy for EWH proposed in this study is proved to be effective. 

To make the process of every iteration clear, the global best location value is shown in 

Figure 3.7.  
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Figure 3.7 Example for the Iteration Situation of BPSO Optimization 

 

3.4 Conclusion and Future Work 

An optimization strategy for single EWH was proposed in this Chapter 3. The operating 

status queue and hot water temperature has been carried out. The electricity cost has been 

proved to be reduced by the strategy and the comfort level has been maintained. 

In the BPSO algorithm, there are only two location values, 0 and 1, which matched the 

EWH operation status on and off. The location of traditional BPSO is initialized randomly. For 

the BPSO we proposed in this chapter, the initial location was the original operation status of 

EWH before optimization. This setting can help the BPSO to be more reasonable during a 

search process. It has been proved that the BPSO algorithm reduces total electricity cost and 

shifts the EWH load during peak hours in this study. When high load demand appears, the 

utility will increase the upcoming EP of the next few hours. Therefore, the EWH load could be 

0 5 10 15 20 25 30 35 40 45 50
            iter time

11.5

12

12.5

13

13.5

14

14.5

   
   

   
   

gl
ob

al
fx



 34 

suspended by the scheduler and the total electricity cost as well as the peak-hour load will be 

reduced by the strategy in this chapter.  

As to future studies, the optimization strategy for EWH will be further improved. The 

Real-Time Price (RTP) should be involved because RTP better reflects the real-time load. In 

this thesis, the incentive is TOU price rather than Real-time price (RTP) considering the 

complex mixed water temperature calculation.  
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Chapter 4 Impact of Aggregated Electric Water 

Heaters on Power System Operational Reliability 

4.1 Introduction of Electric Power System Reliability 

The electric power system is not stable all the time because of many kinds of physical or 

geographical problems. The electricity could not be efficiently reserved on a huge scale so that 

sometimes uncertain situations may have bad influences on the power system. The fundamental 

task of the utility is to provide customers a reliable and economic electricity supply for power 

system, and the most important problem is to figure out how to evaluate and analyze the electric 

power system reliability. 

Basically, there are two concepts, adequacy and security, in power system reliability. 

Adequacy relates to the existing equipment which need to be enough to meet the customers’ 

demand. Security relates to the power system response capability to deal with some 

uncertainties. To guarantee the system supply (adequacy area), sufficient amount of generating 

capacity is needed. For security area, adequate operating capacity is required. Then the 

problems could be furthermore classified into two categories: the first one is static requirements 

and the second one is operating capacity requirements. The static requirement is related to the 

installed capacity that needs to be planned ahead of schedule considering system requirements 

in long-term evaluations. The operating capacity refers to the real capacity in short-term 

evaluations needed to ensure an existing load level. 
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The primary method to analyze the generation configuration adequacy is basically the 

same. The three parts are shown in Figure 4.1. A risk model can be obtained by combining the 

generation model and load model. 

 

Figure 4.1 Conceptual task of Reliability 

The probability consumers disconnect with electricity could be reduced by many methods, 

for example, increasing investment in the planning phase or operating phase. It’s important to 

be adequate in investing because sometimes over-investment could lead to extra costs and 

under-investment could cause an opposite situation. To solve the problem between reliability 

and economy, some criteria and techniques have been applied over the past few years. There 

are two kinds of criteria and techniques, which is the deterministically based method and the 

probabilistic based method [38]. Usually, the probabilistic based method is much more 

reasonable than the deterministically based method.  

In static capacity evaluation phase, the needed parameter for generating unit is the 

probability to find the on forced outage unit. This probability is the unit forced outage rate 

(FOR). The formulation used to calculate FOR is shown below: 
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  Unavailability FOR = U = 
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       (4.1) 

 Availability = A = 1 − FOR = ®
A®

= �
9A�

= �
B
= ¯


= 47	5)�8

°3=_	5)�8A 47	5)�8
      (4.2) 

Where, 

λ represents the expected failure rate, while µ represents the expected repair rate; 

m represents mean time to failure, m=MTTF=?

, while r represents mean time to repair, 

r=MTTR=?
®
; 

m+ r represents mean time between failures= MTBF=?
¯
 

f represents cycling frequency, while T represents cycling period. 

 A capacity outage probability table (COPT) is used as the generation model in the long-

term approach, which is also needed in the short-term approach in operating reserve evaluation.  

4.2 Introduction of Operating Reserve and Calculation Method 

The generation reserve capacity has a big influence on power system reliability. As shown 

in [12], the power system time period is usually divided into 2 phases, the first one is the 

planning phase and the second one is the operating phase. In case of some uncertainties of load 

prediction and power plant outages during operation period in power system, reserve 

generation must be planed appropriately. In the operation phase, both over-scheduling and 

under-scheduling are unreliable. A risk index based on the probabilistic approach is much more 
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realistic for evaluation. Two risk indices can be evaluated generally, which are the unit 

commitment risk(UCR) and the response risk. UCR relates to the committed-unit-evaluation 

in the required period. Response risk relates to decisions for the unit dispatch which are in 

committed status so far. In the past, deterministic methods are used to evaluate operating 

reserve requirements. Nowadays, probabilistic methods are more useful in case of 

overscheduling. To calculate unit commitment, the PJM method and modified PJM method is 

proposed, which are required in this paper. Note that all the calculation methods based on PJM 

method and modified PJM method are summarized from book [12]. 

4.2.1PJM Method 

The PJM method was came up in the year 1963 and is used to evaluate the Pennsylvania-

New Jersey-Maryland interconnected system spinning requirements [39]. PJM method is a 

primary method to calculate UCR to evaluate the operating reserve requirements. PJM method 

is used to calculate the probability of the committed units satisfying or failing to satisfy the 

required demand when the failed unit could not be substituted. This period is defined as lead 

time. At the start of lead time, the operator must be in committing status considering other units 

cannot be replaced if there is an overload. Then, the risk index could refer to the risk that 

supplies or does not supply the demand in lead time. A two-state model, which are the operating 

state and failure to operate state, are shown in Figure 4.2. The repair probability when 

neglecting the lead time are used to describe each unit.  
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Figure 4.2 Two-state Model 

In the Engineering System, usually repairs and failures are assumed exponentially 

distributed. A two-state model outage probability at time T, considering successful operating 

when beginning, is shown below 

               𝑃 𝑑𝑜𝑤𝑛 = µ
µA¶

− µ
µA¶

𝑒>(µA¶)·                          (4.3) 

If neglecting the repair process in time T, then it becomes 

                 𝑃 𝑑𝑜𝑤𝑛 = 1 − 𝑒>µ·                                (4.4) 

considering that if T<<1, then it changed to be 

                   𝑃 𝑑𝑜𝑤𝑛 = 𝜆𝑇                                   (4.5) 

Outage replacement rate (ORR) represents the failure probability of a unit in lead time, 

which is shown in equation (4.5). ORR is similar to FOR which is used in the planning phase. 

The generation model required for PJM method is also a COPT which used ORR instead of 

FOR. In the PJM method, the UCR can be gained from the outage replacement rate (ORR) 

table. 

The UCR can be obtained from generation model afterwards assuming the load is constant 

during the calculated period. Usually, defining an acceptable risk at first to make sure a 
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committed system can satisfy expected need is important. In practice, operators add units and 

commit them using PJM risk assessment method until the UCR meets acceptable risk.  

4.2.2Modified PJM Method 

The modified PJM method is basically analogous to the PJM method, the only difference 

is that modified PJM method includes additional rapid start unit or other generating unit with 

different parameters. In the modified PJM method, the risk at the beginning is whether 0 or 

unity is dependent on the difference between load and available generation [40]. The pictorial 

description of risk function (or density function) and area risk concept is shown in Figure 4.3. 

 

Figure 4.3 Pictorially Description Area Risk Concept 

Considering a two-state model (Equation(4.4)), then the risk function becomes      

                    𝑓 𝑅 = ¹p
¹i
= 𝜆𝑒>µi                            (4.6) 

The failure probability in time [0, T] becomes 

                    𝑃 0, 𝑇 = 𝜆𝑒>µi𝑑𝑡·
\                             (4.7) 
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The Figure 4.4 describes the system risk evaluation using an area risk curve. The unit 

failure probability is the area under curve. The Figure 4.4 (a) and (b) shows the system behavior 

considering reserve units using the PJM method and modified PJM method separately.  

 

Figure 4.4 Approximate Area Risk Curve of	𝑓 𝑅  

In Figure 4.4 (b), the rapid start units start to work after time 𝑇?, and the hot reserve units 

start to work after time 𝑇T. Therefore, the total risk is less than only accounting for additional 

generation shown in Figure 4.4 (a). The risk reduction is the shaded area in Figure 4.4 (b). 

To calculate the risk, the individual risks are required during time interval (0,	𝑇?), (𝑇?,	𝑇T) 

and (𝑇T , 	𝑇Q ), etc. Then the risk during (0, 	𝑇Q )is the summation. The formulation used to 

calculate is shown below: 
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1) Risk in (0,	𝑇?) 

                         𝑅j = 𝑅·?>                               (4.8) 

2) Risk in (𝑇?, 𝑇T) 

                    𝑅� = 𝑅·T> − 𝑅·?A                           (4.9) 

3) Risk in (𝑇T,𝑇Q) 

                    𝑅º = 𝑅·Q> − 𝑅·TA                           (4.10) 

4) Total risk in (0,	𝑇Q) 

                    𝑅 = 𝑅j + 𝑅� + 𝑅º                           (4.11) 

4.3 Model of Rapid Start Unit 

4.3.1 Unit Model 

A four-state model is used here (Figure 4.5):  

 

Figure 4.5 Four-state Model for EWHs load 
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The failure rate is  

                     𝜆n» = 𝑁n»/𝑇n                               (4.12) 

Where, 

𝜆n» represents state transition rate from 𝑖 to 𝑗 

𝑁n» represents state transitions’ number from 𝑖 to 𝑗 

Tn represents time spent in state 𝑖 

4.3.2 Evaluating state probabilities 

Markov techniques and the matrix multiplication techniques are used to calculate the 

probability of these states.  

                     𝑃 𝑡 = 𝑃 0 [𝑃]k                            (4.13) 

Where, 

𝑃 𝑡  represents the state probabilities vector; 

𝑃 0  represents the initial probabilities vector;  

[𝑃] represents the matrix of transitional probability; 

𝑛 represents the number of time intervals. 

The stochastic transitional probability matrix is 
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P =

1 − (λ?T + 𝜆?R)𝑑𝑡 𝜆?T𝑑𝑡
𝜆T?𝑑𝑡 1 − (𝜆T? + 𝜆TQ)𝑑𝑡

	 −																									 𝜆?R𝑑𝑡
𝜆TQ𝑑𝑡																									 −

−																								 𝜆QT𝑑𝑡
𝜆R?𝑑𝑡																									 𝜆RT𝑑𝑡

1 − 𝜆QT + 𝜆QR 𝑑𝑡 𝜆QR𝑑𝑡
− 1 − 𝜆R? + 𝜆RT 𝑑𝑡

 

(4.14) 

It’s noted that the value of 𝑑𝑡 should not be too small or too large, usually, 10 minutes 

is the acceptable value for most system. 

The rapid start unit keeps in ready-for-service state with a united possibility instead of 

committing to the system in the lead time. The initial probabilities vector when the unit has 

probability to commit to system is as follows: 

                     𝑃 0 = [𝑃?\		0		0		𝑃R\]                       (4.15) 

Where, 𝑃R\ represents the failed probability (𝑃¾�)  

    𝑃¾� =
	ko¿�qr	t¾	¾rqÀoqkºnq�	iÁji	okni�	¾jnsq¹	it	ºt¿¿ni

ko¿�qr	t¾	okni�	�ijri	it	ºt¿¿ni
= ÂÃÄ

(ÂÃÅÆÇÃÄ)
= µÃÄ

(µÃÅAµÃÄ)
   

(4.16) 

                      𝑃?\ = 1 − 𝑃¾�                                (4.17) 

4.3.3  Evaluating State Probabilities 

Combining the individual probabilities together is important to give the probability the 

unit failed to start. The index then becomes 

                     𝑃¹tuk =
�Ä i A�È i

�Å i A�Ä i A�È i
                          (4.18) 
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The numerator is the failed-state-unit probability and the denominator is the probability 

when there is a demand. So 𝑃op is shown below 

                 𝑃op = 1 − 𝑃¹tuk= �Å i
�Å i A�Ä i A�È i

                      (4.19) 

 

4.4 Calculation and Analysis 

EWHs load can be chosen as the reserve because they can be interrupted as long as the 

temperature limit can be fulfilled sometime later. It’s similar to the interruptible capacity of 

EVs. The EVs load could be interrupted on condition that the charging assignment could be 

achieved afterwards [41].  

 To analyze the reliability indices, the interruptible capacity should be considered first. 

For aggregated EWHs, the BPSO algorithm is still deployed to do the optimization. The group 

number of the EWHs set in this study is 5000. Then we can get the load curve of 5000 

aggregated EWHs shown below. The difference between the red curve and the green curve 

here is the reserve capacity that aggregated EWHs could provide. 
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Figure 4.6 Aggregated EWHs Load Curve 

The curves in Figure 4.6 show that the aggregated load has been shifted effectively during 

peak-hours which are from 8:00 to 14:00 and from 18:00 to 21:00 due to the optimization 

strategy. What’s more, the electricity costs of each customer have also been reduced. The users’ 

cost comparison statistics is collected in Figure 4.7, the blue one is the cost for each user before 

optimization, the red one is after optimization.  

 

Figure 4.7 The Comparison of Each Users’ Cost Statistics 
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The average cost comparison of these 5000 users is recorded in Table4.1. It proved that 

the optimization goal has been achieved. 

Table 4.1 The Comparison of Average Electricity Cost 

scenario Average cost 

before 12.2492 

after 10.8962 

 

Some units chosen from the given reliability test system in [42] composite the reliability 

test system in this thesis. These units can be combined together to system A using techniques 

referred in book [12], the RBTS is shown in Figure 4.8. The total installed generating capacity 

of the system is assumed to be 150 MW, the peak load is 110MW. A two-state model is used 

here to describe the generation unit , which is shown in Figure 4.2. PJM method is used to 

calculate the Outage Replacement Rate (ORR) [12] and lead time is assumed to be 1 hour, 

which is given in Table 4.2 as follows. It is important to define a reasonable risk that can be 

accepted in a real system to make sure the maximum demand of a committed system. 
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Figure 4.8 Single Line Diagram of RBTS 

Before EWHs participate in operation reserve, the capacity they can provide should be 

known. 
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Table 4.2 Parameters of Original Generation System 

Unit Size 

(MW) 

No. of units Failure rate per 

year 

ORR for lead time of 1 hour 

10 (thermal) 1 4.0 0.000457 

20 (thermal) 1 5.0 0.000571 

 20 (hydro) 2 2.4 0.000274 

40 (thermal) 1 6.0 0.000685 

40 (hydro) 1 3.0 0.000342 

The capacity outage probability table (COPT) of the test system is shown in Table 4.3. 

Table 4.3 Capacity Outage Probability Table of Original Generation System 

Capacity Out(KW) Capacity In(KW) Cumulative Probability 

0 150 1.000000000000000000000 

10 140 0.002600249323580050000 

20 130 0.002144229236341060000 

30 120 0.001027663733717340000 

40 110 0.001027153229982440000 

50 100 0.000001851380470614190 

—— —— —— 

    The capacity of 5000 EWHs can be obtained from the simulation: approximately 0.5MW 

to 2 MW at each interval. To meet the load need, 10 communities with 5000 users are assumed 

to be combined together to provide operating reserves. The parameters to model the aggregated 

EWHs can be obtained from [12]. We chose the four-state model. 

Then, an example of UCR calculation is shown as follows. The EWHs 10 MW capacity 

is assumed to start committing at t =0, with a 10-minute start-up time and some parameters of 
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state transitions are shown in Table 4.4 [12]. The lead time is set as 1 hour and expected demand 

is set as 110 MW. 

Table 4.4 Parameters of State Transition per Hour 

state transitions (i,j) (i,1) (i,2) (i,3) (i,4) 

(1,j) -- λ?T=0.0050 -- λ?R=0.0300 

(2,j) λT?= 0.0033 -- λTQ=0.0008 -- 

(3,j) -- λQT=0.0000 -- λQR=0.0250 

(4,j) λR?=0.0150 λRT= 0.0250 -- -- 

There are two time intervals that need to be considered: the time interval before EWHs 

start committing (0, 10 minutes) and the time interval after EWHs start committing (10 minutes, 

1 hour). 

The ORR of each unit assuming 10-minute lead time is given in Table 4.6. The parameters 

are shown in Table 4.5. The risk during (0, 10 minutes) can be obtained from Table 4.5 that 

𝑅j =0.000171204369505394. 

Table 4.5 Parameters of Generation Model at 10 min 

Unit Size 

(MW) 

No. of units Failure rate per 

year 

ORR for lead time of 10 

minutes 

10 (thermal) 1 4.0 0.0000762 

20 (thermal) 1 5.0 0.0000962 

20 (hydro) 2 2.4 0.0000457 

40 (thermal) 1 6.0 0.0001142 

40 (hydro) 1 3.0 0.000057 
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Table 4.6 Capacity Outage Probability Table of Original Generation System at 10 min 

Capacity out(MW) Capacity in(MW) Cumulative Probability 

0 150 1.00000000000000000000000000 

10 140 0.00043492315880699900000000 

20 130 0.00035875049559476300000000 

30 120 0.00017121866052020200000000 

40 110 0.00017120436950539400000000 

50 100 0.00000005166524573506190000 

—— —— —— 

 

    Aggregated EWHs load is equivalent to providing extra generating capacity by regarding 

the load as interruptible. The new generation model of combining the aggregated EWHs load 

with the generation units is shown in Table 4.6, then we can get the new generation model at 

10 minutes as shown in Table 4.7.  

Table 4.7 Outage Replacement Rate of New Generation System at 10 min 

Capacity out(MW) Capacity in(MW) Cumulative Probability 

0 160 1.00000000000000000000000000 

10 150 0.195472060082214000000000000 

20 140 0.000373613457986033000000000 

30 130 0.000207810247243592000000000 

40 120 0.000171207157996757000000000 

50 110 0.000033447323206260300000000 

60 100 0.000000041167358840316100000 

—— —— —— 
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    From the equation (4.12), the EWHs load has the value of P̄ � =
\.\\\O

\.\\QQA\.\\\O
=

0.195122, so that 1 − P̄� = 0.804878 

P =
0.994167 0.000833
0.000550 0.999317

− 0.005000
0.000133 −

− 0.000000
0.002500 0.004167

0.995833 0.004167
− 0.993333

 

    Using the values of P̄ �, the initial probabilities vector (4.15) of the aggregated EWHs is 

P 0 = 0.804878 0 0 0.195122 . 

    The time period is divided into several time slots, each time slot is 10-minute. The 

stochastic transitional probability matrix using the transition rates can be obtained as follows: 

P 10min = [0.800670 0.001484 0.000000 0.197846] 

P 20min = [0.796496 0.002974 0.000000 0.200530] 

P 30min = [0.792353 0.004471 0.000000 0.203176] 

P 40min = [0.788241 0.005975 0.000001 0.205783] 

P 50min = [0.784161 0.007485 0.000002 0.208352] 

    The probability at 1 hour is P down = 0.20995 and P up = 0.79075 using the data 

of P 50min . 

  A new generation model can be obtained from Table 4.8 combining the EWHs load 

and the generation model with 1-hour lead time. The UCR is the cumulative probability in 

Table 4.8 where the value of ‘capacity in’ is 110 MW.  
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Table 4.8 Outage Replacement Rate of New Generation System at 1 h 

Capacity out(MW) Capacity in(MW) cumulative probability 

0 160 1.00000000000000000000000000 

10 150 0.2120043269780940000000000 

20 140 0.0022399706536568600000000 

30 130 0.0012620866609931700000000 

40 120 0.0010272604102415500000000 

50 110 0.0002171135037755950000000 

60 100 0.0000014810230623751200000 

—— —— —— 

    From Table 4.7 and Table 4.8, the risk in (10 minutes, I hour) is 

𝑅� =0.000217113503775595-0.0000334473232062603=0.000183666180569335. 

    The total risk with a 1-hour period can be obtained eventually, which is  𝑅 = 𝑅j +

𝑅� =0.000171204369505394+0.000183666180569335=0.000354870550074729. 

    This value compares with the risk before optimization ( 0.00102715322998244) if no 

EWHs load is brought into service. Therefore, the UCR reduction can be 0.0006722826799. 

Using the same method of calculating the UCR reduction shown above, the operating 

reserve capacity that aggregated EWHs could provide during other peak hours can be further 

calculated. The UCR reduction curve of EWHs in 24 hours is shown in Figure 4.9. 
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Figure 4.9 The UCR Reduction Curve 

4.5 Conclusion and Future Work 

    This Chapter extends the generating system reliability analysis by treating EWHs load as 

interruptible and considering that they served as operating reserve to improve power system 

reliability. The aggregated EWHs load curve was proposed in this chapter based on the 

optimization strategy proposed in Chapter 3. The reliability index (unit commitment risk) was 

calculated, furthermore, the UCR reduction was analyzed. 

    The IEEE Reliability Test System proposed by Billinton, R. was used and modified to be 

the test system in this chapter. The 10MW operating reserve capacity of EWHs was proposed 

as an example of Unit Commitment Risk calculation and the results turned out that aggregated 

EWHs have good performance on reducing the Unit Commitment Risk. Then the total UCR 

reduction during other periods was calculated. The model used here is the rapid start unit model, 

which has similar characteristics with EWHs. From the numerical result, the EWHs load has 
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been proved to be effective for reliability improvement. EWHs are able to provide operating 

reserve capacity to help the power system. 

    For future studies, the uncertainties of EWHs load should be taken into consideration 

when calculating the interruptible capacity the EWHs load could provide. 
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Chapter 5 Conclusion and Future Work 

    An optimization strategy was proposed in this thesis to reschedule EWHs to efficiently 

reduce customers’ electricity bills and power system peak-hour loads. The optimization 

adopted a lightly modified BPSO algorithm considering the original EWHs operation status. 

As part of grid services, some basic information of EWHs should be known before optimization 

and scheduling. The thermal model and the customers’ water usage profile were used to 

calculate the temperature and furthermore to calculate the optimization function within 

different temperature set point ranges. Some assumptions were made here to do the simulation 

of EWHs operations. Finally, using TOU price as DR incentive, the results show that BPSO 

has good performance on shifting peak load in different scenarios as well as reducing electricity 

cost for customers. 

    The comfort level index represents the comparison between water temperature after re-

operation and the average temperature of set point range. The optimization process proved to 

be successful according to the value of comfort level index. 

    According to the interruptible capacity of aggregated EWHs which utilized the 

optimization strategy proposed in this thesis, the power system reliability will be improved. 

It’s very important to use the proper model of aim appliances before taking them into account. 

The model of EWHs used to calculate the indices is the rapid start unit model because they 

have similar characteristics. Before calculating the UCR, the aggregated EWHs load has been 

simulated, so the capacity that EWHs load can provide can be obtained. Using the model and 
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parameters known, the unit commitment risk has been carried out at last. Compare to the UCR 

before optimization, the risk has declined effectively. In other words, aggregated EWHs have 

good ability to provide operating reserve for enhancing power system reliability. 

Residential users will be willing to participate in DR program if the strategy proposed in 

this thesis is utilized because of the visible economic benefits. Based on this optimization 

strategy, other home appliances that have the same characteristics with EWHs could also 

contribute themselves to power system reliability and help to shift the peak-hour loads. 

For further study, real-time pricing (RTP) could be introduced into the optimization as 

DR incentive because RTP can reflect the load changes simultaneously. For the existing study 

in this thesis, the temperature changes are complex, so only TOU price is taken into account. 

As to the EWHs operational reliability, some uncertainties should be considered in the future 

research. 
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