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Figure 1-3: The Popocatepetl volcano, Mexico City 2013[4] 

1.2 Mixing in Industry  

In industrial field, mixing can be classified into reacting and non-reacting and, where the 

objective differs from the final product. Reacting mixture involves disassociation of compounds 

(if exist), chemical bonding between elements, and formation of compounds/elements were not 

initially present, while heat could be a factor in such reaction (either exothermic or endothermic). 

Combustion of air/fuel in Internal Combustion Engines (ICE) and Combustion Chambers (CC) of 

Gas Turbines (GT), Figure 1-4, is a very good example to this type of reacting mixing. The quality 

of a reaction is always related to the ratio between the reactant at the interaction location. 



 

4 

 

 
Figure 1-4: Interaction of fuel-spray with air forming a combustion process[5] 

On the other side, the non-reacting mixing is developed when the components do not have the 

chemical affinity to interact, allowing their properties to shape outcome combination per their 

amounts (i.e. concentration) and the used blending technique. Air conditioning systems introduces 

water vapor to the dry air to increase relative humidity in a process called “humidification”, and 

the resulted air is a multi-component gas with higher water vapor concentration. In the medical 

field, the anesthetic machine, diagramed in Figure 1-5, combines oxygen (O2) and nitrous oxide 

(N2O) gases, with the vaporized anesthetic agents to be supplied to the patient under surgery.  
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(b) 

Figure 2-6: (a) Scaled drawing of combustion chamber design (b) Schematic of air (blue), fuel (yellow), and 

combustion gases (red) flows through an annular combustion chamber. Primary, secondary, and dilution holes are 

demonstrated by vertical blue arrows[42] 

Experimental and numerical researches were carried out to explore the features of the dilution 

jets and manipulate the number of related variables to achieve the homogeneity required in mixing 

with the hot gasses. Previous experimentation about jets size and spacing with respect to a 

rectangular duct height was done at different 𝑟 and density ratios, and results of dimensionless 

temperature with 3-D coordinates showed that superiority of 𝑟 over density ratio for mixing 

profiles[43]. An earlier work for the same author with similar conditions deduced that better 

mixing outcome can be attained at each 𝑟 from a specific spacing to duct height 

proportionality[44]. In 1990, a 3-D simulation of small dilution zone targeted reducing the non-

uniformity “pattern factor” at the exit plane, and it was found that the pattern factor has non-linear 

relation with “jet spacing/ duct height” ratio and increase with jet inlet turbulence[45]. 
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Experimental and empirical studies investigated the flow field in the dilution zone in a combustion 

chamber with single row of round-jets in a straight duct, then an extensive study included realities 

of a combustion chamber such as: variation in the main-stream temperature, jet shape and 

arrangement, and wall convergence streamwise. The investigations on the temperature distribution 

sustained the importance of momentum-flux ratio and jet-orifice spacing (especially when equals 

the dividing-radius to even annulus areas) to the mixing control, meanwhile the cross-section area 

contraction and jet diameter were not much effective to the required uniformity[46]. Other studies 

and patents were introduced to improve the design and performance of the dilution zone in various 

combustors[47]-[52]. Finally, recent work by Gupta et al. on the exact test-rig in the dissertation 

tested the attachment of jet deflectors (i.e. guide vanes) on the holes to direct the jet into the 

crossflow with an angle varying from 0⁰ (full penetration counter flow) to 90⁰ (full swirl transverse 

flow)[53]. Experiments on different Re gave the advantage to the 30⁰ orientation for generating 

30% more temperature uniformity than staggered wall holes mixing chamber with 1% additional 

pressure drop. Another investigation conducted by Gupta et al. is the insertion of the streamlined 

body (American football) to divert the primary flow towards the inject jets. Following the same 

procedures of guide vanes experimentation accompanied with LES simulations, the streamlined 

body enhanced the mixing with a low-pressure drop[53]. 
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2.3 Cavitation Phenomenon: 

The second engineering application is the turbomachinery (e.g. turbines and pumps). The 

discussion will introduce the cavitation nature and discuss its side effects on turbo-machines.  

 Phenomenon Description 

Cavitation is a term representing a phenomenon happening to liquid fluid that partially 

transforms into vapor due to difference in pressure. When the absolute static pressure of liquid 

drops to the vapor saturation pressure (Pv) corresponding to the medium temperature, the inter-

molecular spacing starts to widen and a phase-change to vapor state occurs. Locally in the fluid, 

the low-pressure zone expands by tensile forces, tearing the liquid and form the vapor gap (i.e. 

cavity). Though cavitation be related to any liquid fluid, the expression is linked to the water most 

of the time because of the variety of hydraulic applications. Cavitation and boiling have similar 

consequence of phase-change and features of the generated bubble; however, the nature of boiling 

(superheating the liquid, and exciting the molecules with more kinetic energy) and its operating 

circumstances (temperature increase at constant pressure) make the two phenomena quite 

different. Figure 2-7 exhibits the two phenomena on a pressure-temperature diagram of water. The 

boiling is a red horizontal line representing a constant-pressure heating process leaving the liquid 

phase to the vapor, while the cavitation is a vertically downward state change process from liquid 

to vapor. 
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Figure 2-7: Phase diagram of water with boiling and cavitation illustrations[54] 

 Bubble Growth and Collapse 

At the cavitation location, vapor bubble first forms as a nucleus (mostly on a solid surface) 

which grows to be a visible bubble of a diameter around 0.5mm on average. By this stage, the 

buoyancy force overcomes the surface tension, and the bubble detaches from the surface as 

illustrated in Figure 2-8.  
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Figure 2-8: Vapor bubble growth and detachment from solid surface[55] 

The travelling bubble either continues the enlargement (beyond 1 mm in diameter) if the local 

pressure is highly lower than Pv, or it coalesces with other bubbles to form a larger embodiment 

called (vapor cloud) depending on the flow conditions (i.e. bubble size, local velocity, 

recirculation, and geometrical constraints). A good descriptive image for the bubble growth 

progress over a NACA 4412 hydrofoil is shown in Figure 2-9. Smaller bubbles initiate near the 

leading edge, the diameter gets bigger, and the merged cloud happens by moving further 

downstream. The duration of a growth, detachment, and coalescence process could be in the order 

of tens to hundreds micro-seconds (µs) [56]. 

 
Figure 2-9: Cavitation over NACA 4412 hydrofoil at zero incidence angle and upstream velocity (from left)[57] 

The bubble growth rate (dR/dt) mechanism is best explained by the non-linear second order 

ordinary differential “Rayleigh-Plesset” equation[58],[59] which accounts for the viscous (νL) and 

surface tension (γ) effects besides the primary inertial forces driven by the pressure difference 
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between the bubble pressure (Pb but sometimes it is assumed to be equal to Pv) and the surrounding 

liquid pressure (P∞). The correlation written in equation (2-2) is considered the most general. A 

simpler form shown in equation (2-3) is introduced by Sauer in 2000[60], and it omits the viscous 

and surface tension because of their diminished influence in most applications.  
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Such that ρL is the density of the liquid, t is time, and 
DR

Dt
 is the total derivative of the bubble 

radius with time. 

The bubble sustainability depends on the surroundings, especially pressure. Once the absolute 

static pressure rises around the bubble walls, the liquid compresses the interface to downsize it 

after the growth. With different collapse scenarios, the asymmetric collapse (microjet) and 

shockwave can produce high speed jets (100 m/s and above) and pressure waves (1 GPa) to the 

surrounding liquids and the nearby solid boundaries[61]. 

 
Figure 2-10: Cavitation bubble growth and collapse progress[61] 
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Figure 2-11: Horizontal microjet collapse near a vertical solid wall at 9 and 10ms (left and right)[62] 

 Cavitation in Hydraulic System 

In hydraulic systems, Bernoulli’s equation correlates the flow total energy along streamline 

with the consideration of losses due to viscous shear effect. Equation (2-4) shows that the static 

pressure is coupled with the dynamic pressure (resulted from the velocity, 𝑉) and the height from 

a datum (Z), forming a total pressure which is constant along the streamline. 

P1 +
1

2
ρ𝑉1

2 + Z1 = P2 +
1

2
ρ𝑉2

2 + Z2 + Losses = Constant (2-4) 

Following this correlation at a same level flow (or negligible height difference), the static 

pressure decreases with area contractions (i.e. higher velocity). Two non-dimensional numbers, 

pressure coefficient (CP) and cavitation number (σ), relate the upstream dynamic pressure (driven 

by upstream velocity, V∞) to the pressure difference between the upstream pressure of the non-

disturbed flow (P∞) and the local (P) and vapor pressure (Pv) respectively. The mathematical 

definitions of the two number are written in equations (2-5) and (2-6).  

CP =
P − P∞
1

2
ρLV∞

2
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2
ρLV∞

2
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   While the local pressure changes by the space coordinates (e.g. x), CP does the same, and it could 

reach a minimum value called (CPmin). The meaning of CPmin becomes more significant when its 

absolute value matches the cavitation number (|CPmin|= 𝜎) or becomes higher than it as depicted in 

Figure 2-12. At the matching level, the cavitation could be initiated with an infinitesimal nucleus 

that withstands and starts the growth depending on some other factors like residence time, water 

temperature and quality, Reynolds number (Re), and the availability of solid boundaries and their 

roughness state[63]. If fluid and flow conditions allowed the cavitation to happen, the cavitation 

number is called inception cavitation number (𝜎𝐼). 

 
Figure 2-12: CP variation along the streamline and comparison with σ[63] 

Hydraulic systems encounter cavitation can be classified into: (1) dynamic flow-static boundaries 

(such as pipes with contractions and expansions), or (2) dynamic flow and boundaries (like 

hydrofoils, hulls, propellers, pumps and turbines). Because of the aftermath of the collapse, 

cavitation is an aggravating problem in fluid flow applications. Detrimental effects are ranging 
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(a) 

                               

(b) 

Figure 7-45: Image processing for the high-speed camera images (left) and CFD scenes (right): (a) V=0.45 m/s, N= 

2000 rpm, and (b) V=0.56 m/s, N=3000 rpm 
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CHAPTER 8 - RESEARCH CONCLUSIONS AND 

FUTURE WORK 

RECOMMENDATIONS 

8.1 Thermal Uniformity: 

 Conclusions 

Passive mixing-enhancement methods can be engineered for staggered holed dilution system 

by inserting streamlined bodies at the centerline of the mixing section. Uniformity number, 𝑥, is 

defined to quantify the temperature distortion and deviation from ideal situation, and it was used 

for comparing each case because of its uniqueness. Streamlined bodies like prolate spheroid and 

piriform introduce better mixing outcomes than staggered-holes (SH) chamber by 18.8% and 

15.6%. Design ratios like aspect, blockage and profile ratios (AR, BR, and PR respectively) are 

important to the degree of uniformity required by controlling the amount of induced radial flow at 

certain Re.  Doubling BR and halving AR by just increasing the shape maximum diameter at the 

same running conditions can result in 10 times uniformity number improvement on average, with 

less pressure drop. Meanwhile, PR has proved to be a good expression for every design, and it has 

a 3rd order polynomial with the uniformity change from the basic SH. Prolate spheroid (i.e. 

American football, FB) of larger diameter (AR=1.5, BR=0.49, PR=0.28) is selected to be the best 

design for boosting the crossflow mixing. 

The addition of swirling fins was the primary interest to increase the vorticity in the flow and 

enhance dispersion. Flow and temperature fields with the seven swirling patterns were numerically 

simulated, analyzed and represented in graphical and calculated data, ending with one geometry 
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selected for experimentation. F4SR was endorsed because of acceptable uniformity factor (16% 

better output than plain football FB) resulted from fixed fin thickness and smaller wake region 

generated behind (i.e., low-pressure drop), allowing big central dispersive eddy in addition to the 

small ones from the jet entrance. The anticipated 16% increase in the pressure loss is not significant 

in the power generation applications (maximum condition is 0.7% power drop per inch water 

pressure loss). 

A good agreement was realized between the results of the simulated and experimented cases 

of F4SR even with the little difference in Re. The performance of F4SR topped those of SH and 

FB configurations by 47% and 24% respectively. Another impressive result was the quality 

operation of F4SR at lower Re which can reach 24% improvement at 4 times drop in the value of 

the Reynolds number. 

At the final stage of the research, design of experiments and two optimization algorithms were 

used to understand the effect of the dimensions (diameter and length) and the position of the 

swirling prolate spheroid inside the dilution section. Numerical techniques of Uniform Latin 

Hypercube, Multi-Objectives Genetic Algorithm, and HYBRID offered 54 designs (18 for each 

technique) to solve and optimize the spheroid aspects based on minimizing the uniformity number 

and the pressure drop. Understanding the elitism between the contradicting objectives, HYBRID 

introduced a more optimal slope than the other two techniques, and some designs from the Pareto 

curve are exhibiting better values than the baseline design by 69% and 15% in uniformity and 

pressure drop. Generating a correlation matrix, the diameter is the highest influencer with strong 

inverse and direct coefficients (i.e. magnitudes close to 1) with the uniformity and pressure drop 

respectively. An extended study is being done by creating the Response surface Methodology 

which explores the design space by formulating the correlation between the inputs and the outputs 
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from the data of the 18 designs. While Kriging method was the minimal in error, the depicted 

surfaces showed that the combination of the ranges (0-50% diameter, ±100% length, and ±30% 

position) is the effective to reach the required objectives. Finally, the 72 virtual designs optimized 

by Kriging shifted the Pareto curve towards the objectives with more designs at the front. 

 Future Work Recommendations 

The dissertation research focused on the deflection of the hot main stream (i.e. cross flow) 

towards the cold jets by the aid of central and swirling streamlined body. Revision the whole 

mixing technique, the cold jets can be controlled and directed by installing guide vanes on the 

holes. The vanes shapes, sizes, orientation with respect to the cross flow (parallel, orthogonal, and 

counter), and even the internal versus external installations are different aspects that can be 

investigated for the thermal uniformity enhancement with the consideration of the pressure drop 

generated for each case. 

Methodologies like the Analysis Led Design and DOE/Optimization are very valuable and 

time saving for such investigations. Evaluation matrix could be reduced by a third and running 

expenses of experimentation are saved for the final iterations only. Decision making with 

contradicting objectives can be easier by unifying them into one variable reflecting the 

significance/weight of each objective.  

8.2 Cavitation Treatment: 

 Conclusions 

An air injection treatment is proposed for the cavitation problem occurring at the rotational 

zone of a hydro-turbine. The phase change is mainly induced because of the static pressure drop 

of liquid water phase and the existence of a solid surface for nucleation start. Computational case 
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study was proposed of cavitating flow over a turbine, and air was added to the solution domain as 

jet-in-crossflow. Direct injection of at the rotor section allows the substitution of vapor at the low-

pressure locations (blade suction side and hub). Air increases the static pressure to be above the 

vapor saturation pressure and acts a protective layer from cavitation initiation at the blade surface. 

Records observed less or no vapor occurrence at the zones of high air presence and a general vapor 

reduction in the whole system. Tracking the vapor content over area and time, averaged vapor 

volume fraction (VVF) gave a distinct number for each case studied. VVF showed better 

performance of the turbine when air is used. Because of aeration, less VVF and more output power 

was retained from the rotating parts. Air-to-water flowrate ratio (Qa/Qw) was proved to be an 

affecting factor by mitigating the cavitation by 47% when reached 16.4%. The work outcomes 

encouraged in developing a more realistic system (2B3P) that can achieve the objective with less 

cost. Arranged longitudinally than circumferentially, 2B3P sets 6 orifices linearly at two blocks 

with 180⁰-separation angle to reduce the setup costs and target the blades prone areas than just one 

row of ports can do. The 2B3P effectively did a 25% reduction in VVF and nearly 3% power 

recovery.  

Further analysis lead to a recommendation of injection at either before the blade leading edge 

(but with much cost because of high pressure difference required for injection), or most 

importantly, in front of the largest thickness of the blade. Considering the second choice (i.e. the 

maximum thickness) for cost-effectiveness, it allows more contact time for the injected air with 

the blade which takes the advantage of the tip leakage vortex to sweep over the tip and suction 

side. Injection at thick part introduces 37% less vapor content and around 2% power buildup than 

a case of aeration at a thin tip. 
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The expansive use of the 2B3P over the turbine operation range showed that the air injection, 

though helping in vapor reduction, might be has some limitation after the peak power. The 

treatment effectiveness of vapor reduction and power regain decline considerably at the high 

rotational speeds because of the domination of the centrifugal force which shifts the air towards 

the tip gap. The power regain nullifies slightly before the peak power, then the air injection works 

on vapor reduction with more power loss than the no-air case. Understanding such fact aids in 

effective operation and decision making for the turbine longevity versus the demand at the time. 

Additionally, the experimental work on the propeller mode proved the two concepts: 1) effect 

of air injection in improving the performance (i.e. less motor power consumption) compared to 

pure cavitation (i.e. no-air case), and 2) the adverse effect of increased amount to air (by more 

injection pressure) on reducing the improved performance.    

Another air injection technique (i.e. hub air injection) was adopted to take the advantage of 

the centrifugal force in giving the jets additional height and be a convenient solution for no-

housing/shrouds systems (i.e. propeller). The invention was proposed as a good approach for the 

marine industry, but it also competes with the housing air injection because of taking the advantage 

of alignment with the blades curvature, negative pressure of the rotor rotation, and outward 

injection with the centrifugal force. Meanwhile, the challenges of the hub injection may be 

accounted for the complexity of the production. Collaborating with another research, the 

pressurized air was found beneficial for the vapor reduction and with less power loss than the 

atmospheric air injection. Beginning from this point, the air injection was sought over four 

different rows (one port behind each blade) starting from the leading edge and ending at the trailing 

edge. Similar to the housing air injection, the first row (i.e. closest ports to the leading edge) was 

the lowest among the four rows in vapor reduction. The optimum reduction goes through the 
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second row to the fourth row in a direction correlation with the rotational speed. Even though there 

is no contact between the air and vapor cloud in the cases of the injection from the third and fourth 

rows, the reduction roots for the major influence from the raised pressure over the cavitation limit. 

Looking into the power, the other rows than the first proved to improve the performance by average 

reaching 10% in some cases. However, the power regain may be cut by the compression power for 

pressurized air. 

Finally, and despite the imposed conditions for changing between the turbine and propeller 

modes, the CFD modeling showed a promising match with the experimental cases on the basis of 

the formed cavitation pattern and motor power drawn. Moreover, image processing codes built in 

MATLAB (enhanced contrast, RGB, binary conversion, and object identification/subtraction) 

improved the high-speed images and CFD scenes for better realization of the vapor/air contents 

against the liquid water. With only 3% difference, the gaseous phases were captured in area 

percentages of the CFD scenes as exact as the experimental images. Such advanced codes can be 

developed and used later in the multiphase imaging analysis for better interface tracking (e.g. Fast-

Fourier Transformation).   

  Recommendations for Future Work 

At the beginning, dimensional analysis and similarity is very good tool to reflect the model 

(experimental and CFD) on large-scale applications (i.e. turbines and propellers). While the current 

7.5-cm model was based on low-head (i.e. less than 3 m) Kaplan turbines of smaller diameters (h 

< 3 m and Dturbine = 0.3 – 1 m), a recommended section for the similarity with larger sizes and 

heads (i.e. 100 m heads, 50-100 m diameters, and power of 300-3000 hp) is recommended to 

emphasize the worth of the proposed technologies.  
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With exploring the effect of the pressure and ports arrangements (linear vs circumferential) 

and locations importance. Many trials can be done for optimizing the ports’ diameters (larger than 

a minimum value), number, and the spacing between them. This can be done with the consideration 

of keeping the compression pressure/ flow rate as minimal as useful (i.e. regained power versus 

the compression power). A Factor to be considered, especially in CFD, is the thermal effects of 

the cavitation initiation and implosion because of the energy being released or drawn from the 

liquid water. Air injection, whether at the same or different from the water temperature, will affect 

the cavitation behavior to an extent worth studying. The stability of the solution will be a challenge, 

but a good understanding of the mesh blending will help to keep the work done with high accuracy 

too.  

Another development idea is to get the air injection the closest to the cavitation location; this 

can be achieved by designing the film air injection on the turbine blades. A preliminary design of 

a row of holes on the suction side and right after the leading edge (ending with a hole at the blade 

tip) was suggested, and 3D printed to take the advantage of the air supply through the shaft already 

made. The idea is driven from the gas turbine blades cooling, and it could be quite effective in 

suppressing the cavitation initiation. 

Finally, aeration effectiveness could be leveraged by adding flow regulators and pulsation 

modulation, so the ports location and rate of air being adjusted according to the rotational speed 

and inlet water flow rate. Air temperature might also be a good factor such that the colder air 

injection decreases the chances of early cavitation.   
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APPENDIX I: UNCERTAINTY ANALYSIS 

- Minimum Number of Experiments: (M + 1) (M + 2)/2 = (5)(6)/2= 15 

- Maximum Number of Experiments: (M + 1) (M + 2) = (5)(6) = 30 

- 24 Combinations by Uniform Latin Hypercube Table: 

 Tex Tin Vex Vin 

Calculation 0 Reading# 2 2 1 1 

Calculation 1 1 2 3 1 

Calculation 2 3 3 2 2 

Calculation 3 3 2 3 3 

Calculation 4 3 1 2 3 

Calculation 5 1 1 1 2 

Calculation 6 2 2 3 1 

Calculation 7 1 3 2 3 

Calculation 8 3 3 1 1 

Calculation 9 1 1 1 3 

Calculation 10 2 1 1 1 

Calculation 11 1 2 2 1 

Calculation 12 1 2 1 2 

Calculation 13 1 1 2 1 

Calculation 14 2 3 3 3 

Calculation 15 2 3 1 2 

Calculation 16 3 3 2 1 

Calculation 17 1 3 3 3 

Calculation 18 3 2 2 3 

Calculation 19 2 2 3 1 

Calculation 20 3 3 1 2 

Calculation 21 2 1 3 2 

Calculation 22 1 3 1 2 

Calculation 23 3 1 3 2 

- Average Points Calculations: ∑
𝒇𝒊
∗|

𝒑𝒐𝒊𝒏𝒕

𝑵𝒄𝒂𝒍𝒄𝒖𝒍𝒂𝒕𝒊𝒐𝒏𝒔

𝑵𝒄𝒂𝒍𝒄𝒖𝒍𝒂𝒕𝒊𝒐𝒏𝒔
𝒊=𝟏  

- Average 𝒇∗for the 7 points of Staggered Hole (SH) case: 
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Point 

0 

(center) 

1 2 3 4 5 

6 

(surface) 

Avg. 𝒇∗ 0.684477 0.663657 0.48553635 0.122354 -0.18762 -0.48372 -0.48372 

- Sample Standard Deviation: √
∑ (𝒇𝒊

∗−𝒇𝒂𝒗𝒈
∗ )𝟐|

𝒑𝒐𝒊𝒏𝒕

𝑵𝒄𝒂𝒍𝒄𝒖𝒍𝒂𝒕𝒊𝒐𝒏𝒔
𝒊=𝟏

𝑵𝒄𝒂𝒍𝒄𝒖𝒍𝒂𝒕𝒊𝒐𝒏𝒔−𝟏
 

- Sample Standard Deviation of 𝒇∗for the 7 points of Staggered Hole (SH) case: 

Point 

0 

(center) 

1 2 3 4 5 

6 

(surface) 

STD 0.108356 0.104314 0.090923449 0.06969 0.0495 0.034449 0.034449 

 

- Average Sample Standard Deviation for the whole 𝒇∗line: 

∑
𝑺𝑻𝑫𝒊

𝑵𝒑𝒐𝒊𝒏𝒕𝒔
= 𝟎. 𝟎𝟕

𝑵𝒑𝒐𝒊𝒏𝒕𝒔

𝒊=𝟏
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APPENDIX II: IMAGE PROCESSING CODES 

High-Speed Images Analysis 

tic %starts timer 

dbstop if error % stops script and shows line with error if error is found in script 

clr % clears workspace for fresh start 

pixscale = 1.1245 / 165.6; %this is hard coded, also a close aproximation, will need to be 

adjusted each time the camera was moved 

% finds area of cavitiation in pixels (unit of measurement) 

% path = addpath( genpath( 'C:\Users\ccasper\Desktop\Image Processing' ) ); % defines path 

and adds all folders to search path 

% comparison_image = imread( 'C001H001S0001_1000001.jpg' ); 

% process_comparison = imadjust( adapthisteq( comparison_image ) ); 

% crop_comparison = imcrop( process_comparison , [ 480 260 520 480 ] ); 

Images = dir( 'C:\Users\ccasper\Desktop\Image 

Processing\Cavitation\Cavitation_8_14_2018\R2_2000rpm\C001H001S0001_test\*.jpg' ); 

% ^^ this line defines a structer array for all .jpg files in the directory ^^ 

Cavitation_percent = zeros( length( Images ) , 1 ); 

%     for i = 1 : 1 length( Images ) %use this to look at an 

%     individual image 

for i = 1 : length( Images ) %use parfor for speed 

    image_name( 1 : ( length( Images ) ) , : ) = transpose( { Images( : ).name } );% grabs image 

name from structure array 

    timestamp( 1 : ( length( Images ) ) , : ) = transpose( { Images( : ).date } );% grabs date from 

structure array(for listing in logical order if needed) 

    analyse_image = imread( Images( i ).name ); % image to be analysed 

    image_filename = ( Images( i ).name ); % pulls image filename from structure array 

    fprintf( 'Working on %s image...\n' , image_filename ); % this shows where we are in the 

script when script is running 

    adapt_image = adapthisteq( analyse_image ); % uses historgram adaption to adjust contrast 

    adjust_image = imadjust( adapt_image ); % adjusts lower contrast by -1% and upper 

contrast by +1% 

    crop_image = imcrop( adjust_image,[ 275 370 415 440 ] ); % defines region of 

image(possible object recognition to define crop region) 

    binary_image = imbinarize( crop_image , 'adaptive' ,'ForegroundPolarity' , 'dark' , 

'sensitivity' , 0.9 ); % converts to binary, older matlab versions(2015) use the function im2bw and 

dont have 'adaptive' 

    Cavitation_percent ( i ) = ( (bwarea( binary_image ) ) ./ ( 441 * 416 ) ) * 100; % percent 

area of cavitiation in pixels 

end 

 

Cavitation_percent_mean = mean( mean( Cavitation_percent ) ); 
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toc 

 

%% this section is for exporting results to excel 

 

% 

% Cavitation = num2cell(Cavitation); 

% fprintf('Do you wish to export image processing results to excel? \n'); 

% answer = input('yes/no?: \n' , 's'); 

% if strcmpi( answer, 'no' ) 

%     fprintf(' Image processing for this directory is complete. \n' ) 

% elseif strcmpi( answer, 'yes') 

%     excel_filename = 'Cavitation_8_14_2018_R2_2000rpm_test_1.xlsx'; 

%     col_header = { 'image_filename' , 'area of cavitation(in.)' ,'timestamp'}; 

%     xlswrite( excel_filename , col_header , 1 , 'A1' ); 

%     xlswrite( excel_filename , image_name, 1 , 'A2' ); 

%     xlswrite( excel_filename , Cavitation , 1 , 'B2' ); 

%     xlswrite( excel_filename , timestamp , 1 , 'C2' ); 

%     fprintf(' Results have been exported to an excel spreadsheet. \n'); 

% else 

%     fprintf('invalide answer, run section again and type out exactly as shown yes or no \n'); 

% end 

% toc 

 

CFD Scenes Analysis 

clr 

dbstop if error 

% input folder path below 

images = dir('C:\Users\ccasper\Desktop\Image 

Processing\CFD_images\with_cavitation\Same_location'); 

base_image = imread( 'R1_CR_n12.5@180000_Blade VVF_No CAV_BBG.png' ); 

crop_base_image = imcrop( base_image , [ 715 , 11 , 719 , 537 ] ); 

base_gray_image = rgb2gray( crop_base_image ); 

base_binary_image = imbinarize( base_gray_image ); 

denominator = sum( sum( base_binary_image) ); 

cavitation = zeros( 1 , 11 ); 

for i = 3 : length( images ) 

    analyse_image = imread( images( i ).name ); 

    image_name( 1 : ( length( images ) ) , : ) = transpose( { images( : ).name } ); 

    crop_image = imcrop( analyse_image , [ 715 , 11 , 719 , 537 ] ); 

    subtracted_image = analyse_image - base_image; 

    gray_image = rgb2gray( subtracted_image ); 

    binary_image = imbinarize( gray_image ); 
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    numerator = sum( sum( binary_image ) ); 

    cavitation( i ) = (numerator/denominator) * 100; 

end 

cavitation = transpose( cavitation ); 

cavitation = num2cell( cavitation); 

results = [ image_name , cavitation ]; 

disp( results ); 
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1) Modelling the performance of integrated renewable energies 

systems: Photovoltaic, electrolyzer, and fuel cell 

2) Constructing SPH simulation codes: Heat conduction, air 

compression stroke in a cylinder, and wave propagation in air 

chamber. 

CAD   AutoCAD, PTC Creo, SolidWorks (Self-learning Level)  

1) Designing hydro-turbine rotor 

2) 3D sketching of annular mixing chamber 

Simulation   STAR CCM+ (Work Level) 

1) R&D (CAD manipulation and surface repair, Rotational Domains, 

Thermal analysis, VOF Multiphase, Phase-Change, LES Unsteady 

Turbulence, Mesh Deformation Tool, and Optimate+)  

2) Undergrad, grad students, and engineers-level instructor/ guide 

Optimization Sculptor (Work Level) 

1) Designing groups for geometry (CAD or Mesh) morphing 

2) Design of Experiments and Optimization based on the limits of the 

mesh morphing control groups  

ModeFrontier (Work Level) 

1) Designing a full optimization workflow coupled with Sculptor and 

STARCCM+ for mesh morphing engine intake parts and mixing 

chamber components 
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Organizations 

• American Institute of Aeronautics and Astronautics (AIAA) 

UWM Student Chapter (Secretary), June 2015- June 2017 

• American Institute of Aeronautics and Astronautics (AIAA) member 

• American Society of Mechanical Engineers (ASME) member 

 

https://scholar.google.ca/citations?user=uVcLepgAAAAJ&hl=en

