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In X-ray imaging, scattered radiation can produce a number of artifacts that greatly undermine the image quality. There are hardware solutions, such as anti-scatter grids. However, they are costly. A software-based solution is a better option because it is cheaper and can achieve a higher scatter reduction. Most of the current software-based approaches are model-based. The main issues with them are the lack of flexibility, expressivity, and the requirement of a model. In consideration of this, we decided to apply Convolutional Neural Networks (CNNs), since they do not have any of the previously mentioned issues.

In our approach we split the image into three frequency bands: low, high low and high high and process each of them separately with a CNN. Then, we downsample the low frequency band and upsample the high frequency band, so that the frequency is increased and decreased respectively. Finally, we train three CNNs with each of the components and put them back together to have the reconstruction of the image. We demonstrate theoretically that doing this leads to better results, and provide comprehensive empirical evidence of the capability of our algorithm for doing scatter correction.
# TABLE OF CONTENTS

1 **Introduction**  

2 **The problem and current solutions**  
   2.1 The problem: scatter radiation  
   2.2 Current solutions: hardware  
      2.2.1 Anti-scatter grid  
      2.2.2 Air gap and scan slot  
   2.3 Current solutions: software  

3 **Theoretical Analysis**  
   3.1 Scatter radiation from a mathematical perspective  
   3.2 Decomposition of the signal in frequency bands  
   3.3 Upsampling and downsampling of the signal  

4 **Approach**  
   4.1 Convolutional Neural Network  
   4.2 Splitting the signal in frequency bands  
   4.3 Downsampling and upsampling  
      4.3.1 Downsampling  
      4.3.2 Upsampling  

5 **Experimental setup**  
   5.1 Data  
      5.1.1 Description of the data  
      5.1.2 Difficulties to obtain more data  
   5.2 CNN architecture  
      5.2.1 Coordconv  
   5.3 Training  
   5.4 Frequency splitting  
   5.5 Downsampling and upsampling
6 Results

6.1 CNN vs Bayesian optimization ........................................ 22
6.2 Analyzing loss curves of different CNNs ............................ 23
6.3 Analyzing output images of different CNNs ....................... 24
6.4 Our method applied to realistic images ............................. 25

7 Conclusions and open problems ........................................ 35

8 References .................................................................. 36
**LIST OF FIGURES**

1. Scatter radiation vs volume of patient ........................................ 5
2. Anti-scatter grid ........................................................................ 6
3. CNN structure .......................................................................... 11
4. Frequency components ................................................................ 13
5. Downsampling and upsampling .................................................... 14
6. Loss for different CNNs ............................................................... 17
7. Implemented CNN architecture ..................................................... 18
8. Frequency components using realistic image ............................... 21
9. CNN vs Bayesian optimization .................................................... 22
10. Loss for different frequencies ..................................................... 23
11. Upsampling signal for reduced loss ............................................ 24
12. Splitting and upsampling CNN vs vanilla CNN .......................... 25
13. Splitting and upsampling CNN vs vanilla CNN. Zoomed in .... 26
14. CNN reconstruction for chest phantom ....................................... 27
15. CNN reconstruction for chest phantom. Zoomed in ................. 29
16. Profile curves for rib cage region ............................................... 30
17. Zoomed-in CNN reconstruction for chest phantom ................. 31
18. Profile curves for spinal region ................................................. 32
19. CNN reconstruction for abdominal phantom .............................. 33
20. Zoomed-in CNN reconstruction for abdominal phantom .......... 33
21. Profile curves for abdominal phantom ....................................... 34
LIST OF TABLES

1 CIF factor for ground truth and CNN reconstruction . . . . . . . . . . . 29
1 Introduction

In X-ray imaging, scattered radiation can produce noise and a number of image artifacts, such as cupping, shadows, and decreased soft-tissue contrast \[1\] \[2\]. In practice, hardware solutions such as anti-scatter grids are often used to reduce scatter. However, the remaining scatter can still be significant and additional software-based corrections are often needed. Furthermore, good software solutions can potentially reduce the amount of anti-scatter hardware needed, thereby reducing cost.

So far, many of the approaches implemented to tackle this problem were model-based such as \[3\] \[4\], which used Bayesian Optimization as the underlying technique. The problem with this kind of approaches is the requirement of a prior. Even though some priors such as edge-preserving smoothness, Total Variation (TV) and Markov Random Fields (MRF) have proven to be useful, they have not been enough to capture the complexity of scatter radiation. In addition, scatter radiation is not spatially invariant, for instance, in soft tissue scatter effects are less noticeable than in hard tissue (such as bones). This phenomenon is disregarded in some of the current approaches, e.g. \[3\] \[4\]. In \[5\], they estimate the X-ray scatter signals using Maximum Likelihood Estimation (MLE) method and kernel modeling with Monte Carlo simulation. However, their approach falls short in that, on one hand they are reducing scatter on soft tissue, which is easier and on the other hand they do not achieve a perfect reconstruction and artifacts such beam hardening are still present in their results. Additionally, they did not test their approach on realistic patient data, which could substantially affect the results. In other words, the problem was overly simplified and yet there were persistent scatter artifacts.

CNNs (convolutional neural networks) have been widely used as the-state-of-the-art in the last few years for many tasks involving images, from classification \[6\] to image segmentation \[7\]. This is mainly due to CNN’s power of expressivity and due to its locally connected structure (filters), which allows to reduce the search space. As a result, it is easier to find a good solution. Then, in order to improve the results produced by the previous approaches we decided to use CNNs.

The advantages of using a CNN as opposed to the aforementioned approaches are
that, on one hand, it is highly non-linear because of the activation function, therefore they are able to model very complex mappings. On the other hand, CNNs do not require a prior. Moreover, the learning process is done with data corresponding to scatter radiation. Thus, CNNs can directly learn the underlying distribution. These two sum up the main reason the reasons why neural networks, in particular CNNs, are so powerful. Additionally, the implementation and training is relatively easy with the libraries currently available which makes CNNs even more appealing.

In our work, we apply CNNs to X-ray scatter correction like done in [7, 8]. Nonetheless, we provide additional insight and ways to obtain a better result than just applying the CNN. We notice that CNNs can manage more accurately information that is within a smaller frequency range. Based on this, we decide to split the image into different frequency bands and process each band independently, so that, the CNN can focus on a certain frequency band at a time and not the whole frequency spectrum.

In this work our main contributions are:

- Splitting the signal into different frequency bands and processing each band independently yields better results than processing the signal as a whole when using CNNs.

- For high frequency bands, one can improve the results by dilating the signal before passing it through the CNN and for low frequency bands one can subsample and then pass the subsampled version of the signal through the neural network.

A similar idea to our first contribution was implemented in [9], except they used wavelets for the frequency band splitting and they did not present any theoretical reasoning justifying why his approach worked the way it did. They only provided one plot which shows that using wavelet components produces better results than processing the entire signal as a whole. Additionally, some questions such as: is it more difficult to train on certain components of the wavelet transform or is it better if you keep breaking up the signal? remained unanswered. In our work, we go beyond just splitting in frequency domain, in that we also incorporate other techniques, such as downsampling, upsampling,
Coordconv [10], and masking the loss.

In this paper, we present a theoretical framework in which is shown that splitting a signal into frequency bands leads to better results and upsampling the high frequency component and downsampling the frequency of such signal also leads to better results in terms of the error, that is to say, the error is further reduced. Subsequently, we describe the method where apply and demonstrate our claims in a thorough fashion, then we show experimental results and analysis confirming what was predicted by the theory.
2 The problem and current solutions

In this section we describe the problem of scatter radiation, why it occurs, how grave it can be and why it is important. Then, we provide the current solutions, which can be divided in hardware and software. We discuss for each of them why they are not viable, what their problems are and implicitly how our proposed solution is potentially better than any of the current ones.

2.1 The problem: scatter radiation

The basic principle of projection x-ray imaging is that x-rays travel in straight lines [11]. However, when x-rays interact with a material, such as the organs inside a patient, scatter radiation is produced [12], that is, some rays will be scattered, hence the straight-line assumption is violated. The scattered radiation that strikes the detector will significantly degrade the image, reduce the contrast, reduce the signal-to-noise ratio and artifacts such as cupping and shadow will appear. [1].

The amount of scatter detected in an image is characterized by the scatter-to-primary ratio (SPR). The SPR is defined as the amount of energy deposited in a specific location in the detector by scattered photons, S, divided by the amount of energy deposited by primary (non-scattered) photons in that same location, P [11]. Formally put

\[
\text{SPR} = \frac{S}{P}
\]  

(1)

For an SPR of 1, half of the energy on the detector at that location is from scatter, which makes 50% of the information useless. Additionally, the amount of scatter depends on the location. For denser areas, such as bones, the amount of scatter will be significantly higher than for less dense areas, such as soft-tissue. If left uncorrected, the amount of scatter on an image can be dominant. The SPR increases typically as the volume of tissues that are irradiated increases. Figure 1 illustrates the SPR for three patients with different thicknesses (10 cm, 20 cm and 30 cm). The field of view refers to the size of object that is being observed, namely a field of view of 20 cm means that an object of 20
Portable bedside chest radiography is one of the most frequent x-ray examinations in hospitals [13]. As such, it is an important and well-established diagnostic tool for the examination of critically ill patients and indispensable for verifying correct positioning of catheters, tubes and lines, and to avoid complication due to misplacements [14]. Therefore it is of vital importance to have methods that can do scatter reduction.

### 2.2 Current solutions: hardware

#### 2.2.1 Anti-scatter grid

The most widespread technology to reduce scatter radiation is the anti-scatter grid. Its functioning principle is extremely simple: Have parallel plates between patient and detector, so that only rays travelling straight will reach the detector and the scattered rays will be absorbed by the plates. Figure 2 shows the principle aforementioned.

As simple as it is, the anti-scatter grid displays a number of problems:
Figure 2: Anti-scatter grid design

• The grid has to be perfectly aligned with the beam, which can be troublesome to achieve, hence time-consuming.

• The interspace material would ideally be air, so that the primary rays can freely travel, but the lead septa require support for structural integrity. Hence a solid material is used, which, as a side-effect, will decrease the energy of the primary rays.

• Designing and manufacturing grids is hard because the width of each septum has to be very small. A 2048 X 1680 chest radiographic system has approximately 200 µm detector elements, and thus a grid with 45 µm wide grid septa [11].

• The above problems translate into high costs for anti-scatter grids.

2.2.2 Air gap and scan slot

The air gap technique consists of separating the patient farther away from the detector, so that scattered rays can spread away and do not reach the detector, since they are are deflected from the primary rays. However, there is an undesired magnification effect of the patient’s anatomy. Practical factors limit the usefulness of the air gap method. As magnification of the patient anatomy increases, the coverage of a given detector dimension is reduced, and there is a loss in spatial resolution due to the increased blurring of the
finite focal spot with magnification.

The scan slot technique consists of imaging a very small field at a time by using a slit and a slot and then going across the image. If the field of view is small, then a small deviation of a ray will result in that ray not reaching the detector, that is the main idea. The problem with this approach is the long acquisition time. Owing to the fact that X-rays are ionizing radiation, patients should be exposed for as little time as possible and with lowest possible doses.

2.3 Current solutions: software

Many of the issues that arise from using the current software solutions were already discussed in the introduction. Here, we will discuss some of the issues that arise in the approach presented in [13], because that approach has been widely used to do scatter correction.

The approach in [13] is carried out in three steps. In the first step they use a physical model to estimate the scatter signal. Then they subtract that estimate from the detector image, where they estimate the scatter signal again. This is done until successive estimates of the scatter signal do not differ significantly. In the second step, the estimated scatter signal is matched to the scatter signal that a grid would physically remove. This is done to ensure that the physical model has the desired effect. In the third step, the estimated scatter signal from the second step is subtracted from the detector image.

The problem with the aforementioned approach is the requirement of the physical model, because the physical models available are not flawless. In others words, the approach is limited by the quality of the physical model. Therefore, relaxing this limitation could potentially lead to far superior results.
3 Theoretical Analysis

3.1 Scatter radiation from a mathematical perspective

Let \( x = \{x_1, x_2, ..., x_n\} \) and \( s = \{s_1, s_2, ..., s_n\} \), respectively, be the "true" image and scatter, where \( i \) denotes a pixel location. In X-ray imaging, \( x \) and \( s \) are not directly observable; instead, the observed image \( y = y_i \) is a Poisson random field with \( x + s \) as mean. Specifically, each observed pixel \( y_i \) is

\[
y_i \sim \text{Poisson}(x_i + s_i)
\]

(2)

Where \( \sim \) means "is a sample" from a Poisson distribution with mean \( x_i + s_i \).

The goal is then to find a mapping \( f \) from \( y \) to \( x \) or at least an approximation to such mapping. When using CNNs we do not utilize the fact there is an underlying Poisson distribution, therefore we will not discuss this mathematical model further.

3.2 Decomposition of the signal in frequency bands

Here we present the theoretical foundation of the main contribution of this work. We show that the mean squared error (MSE), when estimating one random variable \( y \), from another random variable \( x \), is reduced if we further decompose \( x \) and disregard the components that are independent with \( y \). This is written mathematically in proposition 1.

The proof we present is limited, in that we require the different frequency bands to be independent variables, which is not necessarily the case in practice. However, our empirical results seem to support our assumption about independence, at least, to a certain degree.

**Proposition 1.** Let \( x_1, x_2 \) and \( y_1 \) be random variables with zero mean, where \( x_1, x_2 \) are independent and so \( y_1 \) and \( x_2 \). Let \( \mathbb{E}[y_1|x_1] = \varphi_1(x_1) \), and \( \mathbb{E}[y_1|x_1 + x_2] = \varphi(x_1 + x_2) \). Let the mean squared error (MSE) between a random variable \( y \) and an estimate of \( y \) (\( \hat{y} \)) be \( \mathbb{E}[(y - \hat{y})^2] \). Then \( \mathbb{E}[(y_1 - \varphi_1(x_1))^2] > \mathbb{E}[(y_1 - \varphi_1(x_1))^2] \).

**Proof.** We will apply the orthogonality principle, which states the following: Let \( \psi(u) = \)}
\[ \mathbb{E}[v|u], \text{ then for any "reasonable" } g(u) \text{ we have:} \]

\[ \mathbb{E}[(v - \psi(u))g(u)] = 0 \]  \hspace{1cm} (3)

First, let us consider:

\[ \mathbb{E}[(y_1 - \varphi(x_1 + x_2))^2] = \mathbb{E}[(y_1 - \varphi_1(x_1))^2] + \mathbb{E}[(\varphi_1(x_1) - \varphi(x_1 + x_2))^2] - 2\mathbb{E}[(y_1 - \varphi_1(x_1))(\varphi_1(x_1) - \varphi(x_1 + x_2))] \]  \hspace{1cm} (4)

Then we consider:

\[ \mathbb{E}[(y_1 - \varphi(x_1))(\varphi_1(x_1) - \varphi(x_1 + x_2))] = \mathbb{E}[(y_1 - \varphi(x_1))\varphi_1(x_1) - \mathbb{E}[(y_1 - \varphi(x_1))\varphi(x_1 + x_2)] \]  \hspace{1cm} (5)

Where the first term goes to 0 by the orthogonality principle. Let's now consider the second term

\[ \mathbb{E}[(y_1 - \varphi(x_1))\varphi(x_1 + x_2)] = \mathbb{E}_{x_2}[\mathbb{E}_{x_1,y_1|x_2}[(y_1 - \varphi_1(x_1))\varphi(x_1 + x_2)]] \]

\[ = \mathbb{E}_{x_2}[\mathbb{E}_{x_1,y_1}[(y_1 - \varphi_1(x_1))\varphi(x_1 + x_2)]] \]

\( x_2 \) is like a constraint inside the equation and \( \mathbb{E}_{x_1,y_1|x_2} = \mathbb{E}_{x_1,y_1} \) because \( x_1 \) and \( x_2, y_1 \) and \( x_2 \) are independent. As a consequence, the term inside goes to 0 by the orthogonality principle and the whole expectation goes to 0.

Equation (4) becomes:

\[ \mathbb{E}[(y_1 - \varphi(x_1 + x_2))^2] = \mathbb{E}[(y_1 - \varphi_1(x_1))^2] + \mathbb{E}[(\varphi_1(x_1) - \varphi(x_1 + x_2))^2] \]  \hspace{1cm} (7)

If we assume \( P[\varphi_1(x_1) \neq \varphi(x_1 + x_2)] > 0 \), then

\[ \mathbb{E}[\varphi_1(x_1) - \varphi(x_1 + x_2))^2] \neq 0 \]  \hspace{1cm} (8)

Hence,

\[ \mathbb{E}[(y_1 - \varphi(x_1 + x_2))^2] > \mathbb{E}[(y_1 - \varphi(x_1))^2] \]  \hspace{1cm} (9)
This result is quite general as we did not make any assumption in the distribution of the random variables or the estimator. Hence, it can be applied to estimators that are not necessarily neural networks.

### 3.3 Upsampling and downsampling of the signal

Multigrid methods refer to a set of numerical methods whose key idea is discretization over a predefined grid. These methods are used to solve ordinary or partial differential equations, which are ubiquitous in physics and engineering. It turns out that many standard iterative methods possess the smoothing property, meaning that high frequency error is efficiently eliminated but low frequency error persists \cite{15}. To overcome this problem one proceeds to use a coarser grid, increasing thereby the frequency of the signal and then returning to the original grid. As a result, one can reduce error in all frequencies.

We borrow this idea from multigrid methods. We observed, CNN does not perform as well in high frequencies as it does in low frequencies, as long as the frequency is not very low. This agrees with what was found in \cite{16}. So, we simply upsample the image via linear interpolation, so that its frequency decreases and the CNN can output a better reconstruction. The downside, though, is that the image is bigger after interpolation, which translates to more memory required to train the CNN.

Conversely, if the image contains only low frequency information, one can downsample, the frequency is thus increased slightly. In summary, our observations were that the CNN performs the best when the frequency is neither too high nor too low. The upside of downsampling is that the image is smaller, hence less memory is required to train.
4 Approach

In this section we provide a description of three main elements of our approach. In the experiments and results section, we will provide details regarding the architecture of the CNN, the training, the splitting done in the frequency, subsampling and downsampling among other aspects.

4.1 Convolutional Neural Network

A convolutional neural network is a special case of fully connected network. Whilst in fully connected neural networks, connections are made among all neurons, in CNN connections are made only among spatially close neurons, thus enforcing the use of the correlation among nearby elements. CNNs are especially suitable for applications involving image processing or computer vision. Simply because in an image, there is a strong correlation among pixels located nearby to each other and no correlation or negligible correlation among pixels located far away from each other. Figure 3 illustrates the structure of a CNN. In that particular case, five filters are applied to the input, which is padded, so that the resulting image after applying the filter has the same size. Then the resulting image (in this case 5 images) goes through a predefined activation function. Subsequently, ten filters are applied and continues in that manner until the last layer, where one filter with a linear activation function is applied, thus generating the output. One sets arbitrary layers and arbitrary number of filters as well as filter size (3x3 or 5x5, 7x7. In practice 3x3 is typically used).

The MSE (Mean Square Error) is used as a metric and it is minimized by learning
the right filters to map from input to output. This minimization is done by using some variant of gradient descent.

4.2 Splitting the signal in frequency bands

To separate the image into frequency bands we convolve the image with a Gaussian kernel. The low component is obtained from the convolution and the high frequency component can be obtained by:

\[ H_f = I - L_f \]  \hspace{1cm} (10)

Where \( H_f \) is the high frequency component, \( I \) is the image and \( L_f \) is the low frequency component, obtained from the convolution. The cutoff frequency can be adjusted by modifying the standard deviation in the Gaussian kernel. One can perform further splits, for instance, one can take the high frequency component and split it into two more, ending up with three frequency components.

The energy of an image is defined as:

\[ E = \langle x(i, j), x(i, j) \rangle = \sum_{i,j} |x_{i,j}|^2 \]  \hspace{1cm} (11)

When doing the split, it is important to find a cutoff frequency, such that \( H_f \) and \( L_f \) have comparable energies, otherwise, one component will overly dominate, as a result the splitting becomes essentially useless. This is hard to achieve in the first split because \( L_f \) contains the mean (DC part) of the image, and that is where a majority of the energy resides.

Figure (4) illustrates an image that has been split to three frequency components. As we can observe, the low frequency component contains more of the background details, including the mean, and it is blurry. The high low frequency and high frequency component are zero mean (the mean is contained in the low frequency component). High low frequency component contains some edges and some prominent details. On the other hand, high high frequency component contains mostly texture and any noise there is in
the image.

Figure 4: Image split in three frequency components

To reconstruct the original image, one adds up the frequency components. That can be easily seen from equation 10.

4.3 Downsampling and upsampling

We observed that CNN does not perform very well when the frequency of the signal is too low or too high. Since we are dealing with discrete signals, one simple method to modify the frequency is by downsampling, where one takes a low frequency signal and reduces the size of the signal, so that the frequency is increased. The other method is upsampling, where one increases the size of the signal by filling in with pixels that have "smooth" transitions in intensities for neighboring existing pixels. As a result, the frequency is reduced. Figure 5 illustrates the process of downsampling and upsampling.

These two techniques go hand in hand. If the image is downsampled and processed, it has to be subsequently upsampled, so that we recover back the original image size. The other way around is also true, that is, if the image upsampled and processed, it has to be subsequently downsampled.
4.3.1 Downsampling

One just takes one pixel every $n$ pixels to downsample by a factor of $n$. This is done along the vertical and horizontal direction. The downsampling can nonetheless be arbitrary, namely, one can downsample along the horizontal direction by a factor of $m$ and the vertical direction by a factor of $n$.

4.3.2 Upsampling

Upsampling, in this context, refers to increasing the image size. If for every two contiguous pixels one adds other $n - 1$ pixels in between, the image will be upsampled by a factor of $n$. This is achieved through linear interpolation. So for 1D, given two contiguous pixels, we can find a line that connects them as follows:

\[
y = y_0 + (x - x_0) \frac{y_1 - y_0}{x_1 - x_0} = \frac{y_0 (x_1 - x) + y_1 (x - x_0)}{x_1 - x_0}
\]  

(12)

Where $y$ refers to the intensity and $x$ refers to the pixel location. If we want to upsample by a factor of 3, then $x$ will be $1/3$ and $2/3$ and we can find the corresponding intensities for those locations using equation 12. Just as before, we can upsample along the vertical direction by a factor of $m$ and along the horizontal direction by a factor of $n$. 

Figure 5: Altering frequency of a discrete signal
5 Experimental setup

In this section, we describe the different aspects of setting up the performed experiments. This section is complemented with the results section. The code was written in python and the neural network was implemented in pytorch.

5.1 Data

The key to success for any deep learning or machine learning algorithm is the data. In [17] that is thoroughly discussed. Moreover, many of the greatest accomplishments in deep learning were partly possible due to the large amount of data available, e.g. in [18] or [19].

We acquired the data from GE Healthcare. For this project they provided us with images of four different objects. This amount of data happened to be very limited, yet our algorithm was able to produce outstanding results.

5.1.1 Description of the data

As previously mentioned, the data consisted of four objects. For each object, they provided us with a pair of images; one image was obtained using the anti-scatter grid (ground truth or target) and the other was obtained without the anti-scatter grid (scattered image or input). We use a patch-based approach, that is, we separate the image into patches and consider each of them as one image. This allows us to overcome memory issues. The four objects are described as follows:

- A circular object. It contains mostly high frequency information, especially near the center. The right half of the circle is used as training and the left half is used as testing. In addition, we can make a direct comparison with the algorithm used in [20], because they used the same image.

- A section of the spine. One part is shown in figure 4, the testing. The training was the section that was right above. As we can see, the two objects are very different. In practice, we found that despite both images from both objects were affected by
scatter radiation, it did not yield good results to train on one kind of image and test on the other.

- Thoracic region of a phantom. This was by far the most comprehensive and realistic object of the four, in that it was a bigger image and it contained different textures, details and it resembles the human thorax. We were given 12 ground truth images and 12 scattered images that were taken at different doses: 2 mAs, 3.2 mAs and 4 mAs at 110 kVp, that is 36 scattered images total. We use the image taken at 2 mAs because on one hand, it means the patient is exposed to less radiation and on the other hand, the images taken at 3.2 mAs and 4 mAs presented saturation in many regions.

- Abdominal region of a phantom. The previous description fits this image, except we were only given ground truth and scattered image with a dose of 3.2 mAs. Hence, the image is saturated in some regions. Figure 1 showed the relationship between the level of scatter the volume of the object. We observed that here, in that the scatter effects are not as noticeable as they are in the thoracic image. Therefore, this image is only used for testing.

5.1.2 Difficulties to obtain more data

The difficulty to obtain more data or more realistic data stems from the fact that any person willing to help has to be exposed to radiation multiple times so that the scattered image and the ground truth image can be obtained. That can be highly harmful to the body.

5.2 CNN architecture

[21] and [22] are rather general purpose architectures, that even though have proven to provide improvement over a vanilla neural, their performance is still surpassed by architectures designed to tackle specific problems such as [7]. [23] provides a new architecture that has state-of-the-art results for CT-reconstruction and image super-resolution.
We implement and run different architectures. We find that, at least for this problem and the data we had at our disposal, the architectures do not seem to make a difference in terms of the MSE or the images quality. This is illustrated in figure 6 where the x-axis is epochs and y-axis is MSE. We can observe how for different architectures the same minimum testing loss is achieved. In fact, the only difference is the level of overfitting, where bigger networks tend to overfit more. This finding agrees with [24]. In order to make a strong claim in this direction more research needs to be done. It is possible that we have not yet found the architecture that works for this problem.

![Figure 6: Training and testing loss for different CNNs](image)

We then arbitrarily decided to use the architecture described in [23]. The basic cell of that architecture is illustrated in figure 7 where \( x_n \) is the reconstruction that starts as initial guess, and \( y \) is the scattered image. That architecture is an RNN-like architecture, in that it has cells (figure 7) that iteratively do the reconstruction, namely, the next cell is will be with \( x_{n+1} \) and \( y \). The number of cells is a hyperparameter. For the model block, we implemented a gaussian that did not lead to reduction on the error and a more ad-hoc model that was too computationally expensive and therefore we discarded it.
5.2.1 Coordconv

The level of scatter radiation varies with location. That is not captured by CNNs, because CNNs apply the same filter to all locations across the image. We enforce CNN to use the location by adding the coordinates as inputs. That had been previously done in [10], where they named it Coordconv. In our implementation we include the coordinates exactly the same it was done in [10].

Thus we have a CNN that is location variant. Empirically, including the coordinates did signify a big improvement in the result. What had been impossible for a myriad of architectures, was easily accomplished by using CoordConv.

5.3 Training

Some of the main aspects of training are optimizer, learning rate, batch size, initialization, normalization, regularization (batch normalization, dropout), masking the loss. We will describe what each of them was in our case.

- **Optimizer**: When Adam [25] was developed in 2015, there was much hype about it. However, after extensive use in many different projects, people have tended to go to SGD (Stochastic Gradient Descent). In [26], they discuss some of the generalization problems associated with Adam and how they are not present in SGD. Therefore, in our experiments we use mostly SGD momentum.

- **Learning rate**: In our observations, most of the time when the neural does not converge, it is due to a high learning rate. This can be easily solved by reducing
Furthermore, once the neural network converges, if trained long enough, the learning rate becomes somewhat irrelevant. In other words, one achieves practically the same result with different learning rates.

- **Batch size**: In [27], they discuss the effects of using different batch sizes. Their conclusion is that large batch size (greater than 512 data points) leads to poor generalization. In our case, we are also limited by our GPU memory, so the batch size we used was 4.

- **Initialization**: We use the default initialization in pytorch, which is the He initialization [28]. We also tried Xavier-glorot initialization [29]. Both initialization methods yielded essentially the same results.

- **Normalization**: Before passing the data through the neural network, we always normalized between 0-1 and then we denormalize to the original range. We also tried normalizing to zero mean and variance one, but that did not work as well.

- **Regularization**: Dropout and CNN do not seem to work well together. Dropout is usually implemented in fully connected layers. On the other hand, batch normalization [21] seems to very effective at helping optimization, as it is extensively discussed in [30]. Unfortunately, having batch normalization occupies a significant amount of GPU memory, therefore we opted for not using it.

- **Masking the loss**: Any newcomer to deep learning is welcomed with MNIST data. Even at that level of expertise, one realizes that the neural network can recognize certain digits more easily than others e.g. 8 and 6 get misclassified but 0 is often correctly classified. Masking the loss is putting special emphasis in those patterns or parts that seem to be harder for the neural network to learn. In this particular case we implement that idea as follows:

  The loss we utilized was MSE (Mean Squared Error). That is, the error at every pixel is calculated, squared and then the mean over all pixels is calculated.

  Let $y_{i,j}$ be the pixel at location $(i,j)$ of the ground truth, and $x_{i,j}$ be the pixel at
location \((i,j)\) of the reconstruction, where \(i\) goes from 1 to \(n\) and \(j\) goes from \(i\) to \(m\). MSE is:

\[
MSE = \frac{1}{mn} \sum_{i=1}^{n} \sum_{j=1}^{m} (y_{i,j} - x_{i,j})^2
\] (13)

The mask is applied as follows:

Let \(m_{i,j}\) be the pixel of the mask, where \(i\) goes from 1 to \(n\) and \(j\) from 1 to \(m\). Then:

\[
MSE_{masked} = \frac{1}{mn} \sum_{i=1}^{n} \sum_{j=1}^{m} m_{i,j}(y_{i,j} - x_{i,j})^2
\] (14)

The mask is designed in such a way that assigns higher weights to the regions that are harder to learn. In other words, pixels that are harder to learn are multiplied with a higher weight, so that the contribution to the loss is higher.

This idea, however as sound as it seems, did not have the expected effect when applied. It only contributed to reduce some artifacts that were appearing. This could have been due to the fact we designed a suboptimal mask. In [23], masking seems to work pretty well. More research is needed to fully address why in our case did not seem to work but in [23] it did.

### 5.4 Frequency splitting

In figure 4, there was already an illustration of what splitting in frequency components looks like. In figure 8 we illustrate the three components that were actually used to train three neural network i.e. one neural network for each component. To obtain this splitting, we take the original image and apply a Gaussian filter with \(\sigma = 50\), that produces Low frequency, then by equation (10) we obtain High frequency. Then we apply a Gaussian filter with \(\sigma = 10\) on High frequency, that produces High low frequency and by using equation (10), we obtain High high frequency.
5.5 Downsampling and upsampling

Low frequency in figure 8 is downsampled as described in section 4.3.1 by a factor of 8 in both directions i.e. vertically and horizontally. Then it is processed by the neural network and upsampled as described in section 4.3.2, so that the original size is recovered. On the other hand, High high frequency was not upsampled, because the image was already too big and even the original size barely fitted the memory available in the computer.
6 Results

In this section we show the experimental results that validate our claims. Firstly, we compare our CNN approach against a Bayesian optimization approach. Secondly, we empirically confirm that splitting the signal does indeed lead to lower mean squared error. We do this by showing the loss curves across epochs. Thirdly, we provide images that were obtained using the different methods we described, so that not only we have the MSE as a measure of performance but also the image itself. Finally, we show our results on more realistic images, where we compare our results against the scattered image. We provide some numerical analysis and we show and discuss some of the properties/effects that CNN has.

6.1 CNN vs Bayesian optimization

In figure 9 we can compare how CNN performs versus a Bayesian approach implemented in [4]. High-frequency information is prevalent in the middle of the semi-circle, which is recovered by the CNN approach but not by [4], which just blurs the middle. When looking at other performance features of the algorithms such as ability of denoising and contrast enhancement, we can see that both algorithms are comparable.

![Image](image.png)

Figure 9: Scatter reduction done by CNN vs Bayesian optimization

The comparison is unfair, in that there are not complicated patterns or structures
and it does not look like a real-life X-ray image, obviously. With images with more complicated structures, the superiority of CNN becomes much more noticeable.

6.2 Analyzing loss curves of different CNNs

In figure 10, we show the loss (MSE) in the y-axis and number of epochs in the x-axis. We can see that if we add the error from the frequency components (red curve and blue curve), we still obtain less error than the error produced by the image as a whole (green curve). These curves were obtained using exactly the same architecture with the same hyperparameters. Therefore, we can conclude that the reason for the improvement was decomposing the signal into frequency bands.

![Figure 10: Loss for different frequencies](image)

Likewise, in figure 11 we show the loss curve obtained after training on the high frequency component for an upsampled (dilated) and non-upsampled (non-dilated) signal. As previously, the same architecture and hyperparameters are maintained. Hence, we can conclude that upsampling does indeed contribute to finding smaller error.

In figure 10 and 11 we can see that the models are clearly overfitting, but nonetheless our claims still hold, namely, despite the overfitting, splitting the signal into frequency components and upsampling leads to better results.

This result is remarkable, in that if we look at figure 6 we observe that changes in architecture did not lead to a noticeable change in performance if at all but a change in
pre-processing had such a strong impact on CNN performance.

6.3 Analyzing output images of different CNNs

In figure 12 we can compare ground truth, scattered image, vanilla CNN result, and, what we shall call "splitting result". To better perceive the differences, zooming in is encouraged. That is why we have included figure 13 where we zoomed in on the region located in the lower left part of figure 12. If necessary, we recommend even zooming within the document to better observe the differences between the images shown.

Especially in figure 13 we can observe how 13d is much more noise-free than 13c. Furthermore, 13d is even more noise-free than 13a which is technically a mistake by the algorithm, because in theory the algorithm should reconstruct the ground truth faithfully. But practically it is beneficial, in that it is has a smoothing property than allows to generate non-noisy images even if the ground truth is somewhat noisy. We will refer to this as the smoothing property of CNNs.

Another main observation is that, partly because 13d has essentially no noise, some of the details are sharper in 13d. For instance, within the big red ellipse in 13c in 13d it is evident there is a pattern that almost follows a line. In 13c that is not so evident. On the other hand, in 13a that line-pattern is obvious.

As aforementioned, the data we have used so far was toy data. That is reflected in
the fact that if we compare 12a and 12b, we see that the main difference is noise and some very slight blurring effect. We can notice the latter effect more clearly in 13. In other terms, the scatter effects in figure 12 are not very prominent.

To sum up, we use this image to validate our approach but the image does not fully display the power of our approach.

6.4 Our method applied to realistic images

To rigorously evaluate our method, we need to use images that are as close as possible to human images obtained in chest bedside radiography. We then use the two last objects described in section 5.1.1. "Thoracic region of a phantom 2 mAs" has no saturation and the scatter effects are noticeable. "Thoracic region of phantom" taken with 3.2 mAs and 4 mAs were discarded because, even though scatter effects are present, the level of saturation was too high and using them would have undermined the learning by CNN. Since we have 12 images of the thoracic region, we take 11 to train and 1 to test. To further validate our results, we use "Abdominal region of phantom" as testing as well.
Figure 13: Our approach compared with vanilla CNN. Zoomed in.
Note that it could have not been done the other way around, because "Abdominal region of phantom" does not have as much scatter effect. Hence if we had trained on that data, CNN would not have been able to learn how to reduce scatter. It would have been ideal to have many more images from different objects.

Figure 14 illustrates the CNN reconstruction for the chest phantom image. To better view please use a screen. At a glance, we notice that at the edge of the rib cage there is a white strip. In the scattered image that is barely noticeable. On the other hand, in the CNN reconstruction that edge is standing out just as much as it is in the ground truth. Another region that presented a major difference among the images was the lower spine.

![Figure 14: CNN reconstruction for chest phantom](image)

In figure 15 we zoom in on the rib cage region. The improvement from scattered image to CNN reconstruction becomes evident. Then, in figure 16 we plot a horizontal slice taken across figure 15 where the x-axis represents pixel location across the slice and y-axis represents intensity. We can clearly observe the smoothing property of CNN. In addition, CNN significantly enhances the edge between pixel 75 and 130, that is in fact the white strip that stands out in 15 for Ground truth and CNN reconstruction but not for scattered image. There is an undesired effect however. After the "bump" the neural network curve does not decrease as fast as ground truth and the scattered image. We see that at pixel 130 (figure 16) ground truth’s curve and scattered image’s curve meet and
continue together, whilst neural network is still above them. In terms of the image, that means there is a local increase in the mean.

In figure 17 we zoom in on the spine region. Again, the improvement is evident. The spinal structure is hard to detect in the scattered image, whereas in ground truth and CNN reconstruction is not. Figure 18 shows the profile along a horizontal slice. We can observe the smoothing property again, and that the CNN takes the scattered image that is basically flat (excluding the noise) and outputs some edges. In figure 16 the problem of the locally increased mean persists nonetheless, which in this case is reflected in figure 17 as having excessive brightness.

Locally increased mean does not substantially diminish the image quality. In figure 14, there is no sign of that effect. Furthermore, radiologists look at the image globally, so the locally increased mean is not a major issue.

The MSE between the scattered image and ground truth and ground truth and reconstruction is 1,191,021 and 1,0545,587, respectively. That is a reduction of roughly 12%, which does not seem significant at all. We need to recall nonetheless that the neural network locally increased mean will contribute to the MSE but does not substantially affect the image itself because the mean is irrelevant to the screen when the image is displayed. If we remove the global mean from all the three images and calculate the MSE again, we obtain that the MSE between scattered and ground truth and ground truth and reconstruction is 1095051 and 764332, respectively. That is a reduction of roughly 31%.

In [13], they define the Contrast improvement factor (CIF), which is the only factor they used to assess their results. This factor is defined over a disk, so that there is contrast between the disk and background. It is defined as CIF = \( \frac{C_N}{C_0} \), where \( C_0 \) are the contrast improvements from the reference image \( (C_0) \), which in our case is the scattered image, and \( C_N \) which is the image to be tested and \( C \) is defined as:

\[
C = \frac{X_{out} - X_{in}}{X_{out}} \tag{15}
\]

Where \( C \) is the contrast coefficient, \( X_{out} \) is the average around the disk and \( X_{in} \) is
We calculate that factor for our results and ground truth to make our results comparable to those in [13]. The CIFs are shown in table 1. For the top left and bottom left disks, our result’s CIF is higher than ground truth itself but for the top right and bottom right disks our results falls short, that is, our contrast improvement was lower than ground truth’s. Note, though, that every CIF was greater than 1. That means that for each of the disk there was contrast improvement according the CIF.

<table>
<thead>
<tr>
<th>Disk</th>
<th>Top left</th>
<th>Bottom left</th>
<th>Top right</th>
<th>Bottom right</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground truth</td>
<td>1.3041</td>
<td>1.2359</td>
<td>1.5956</td>
<td>2.4800</td>
</tr>
<tr>
<td>CNN result</td>
<td>1.3524</td>
<td>1.3399</td>
<td>1.1787</td>
<td>1.6479</td>
</tr>
</tbody>
</table>

Table 1: CIF factor for ground truth and CNN reconstruction

This index, however, is flawed. For that if one linearly normalizes or changes the global mean, then C changes (increases or decreases, depending whether a mean is added or subtracted). But recall that a screen is not affected by changing the mean, hence C as a measure of contrast should not change if the image is normalized but nevertheless it is changed. We show that as follows:
Let us normalize as:

\[ X_{n_i} = \frac{X_i - X_{\text{min}}}{X_{\text{max}} - X_{\text{min}}} \]  

(16)

Where \( X_{n_i} \) is the normalized pixel, \( X_i \) is the image pixel, \( X_{\text{min}} \) is the minimum value of image \( X \) and \( X_{\text{max}} \) is the maximum value of image \( X \).

We can calculate \( C \) again after normalization and it becomes:

\[ C_{\text{Norm}} = \frac{X_{\text{out}} - X_{\text{min}}}{X_{\text{max}} - X_{\text{min}}} - \frac{X_{\text{in}} - X_{\text{min}}}{X_{\text{max}} - X_{\text{min}}} \]  

(17)

We simplify equation (17) and get:

\[ C_{\text{Norm}} = \frac{X_{\text{out}} - X_{\text{in}}}{X_{\text{out}} - X_{\text{min}}} \]  

(18)

As we can see after normalization \( C > C_{\text{Norm}} \), namely, the contrast was improved by just linearly normalizing, even though that has not real effect on the contrast when the image is displayed.

In figure 19 we show the other test image. As previously described: this is image is not as useful or insightful as the thoracic image because the scatter effects are not as
prevalent. Ground truth and the scattered look very similar. That image also has some saturated regions, where the information is totally gone and therefore irrecoverable.

An unexpected "artifact" that we can observe in this image is that the neural network does not seem to differentiate between foreground and background. The tube-like structure that possibly represents the corpus cavernosum in the phantom is much brighter in ground truth than the scattered image. The CNN brightens that region but as an unexpected consequence, it also brightens the background. This is not a major issue, because when displayed in the clinic, the image is masked and the background is ignored.

In figure 20 we zoom in on a region of figure 19. In there, we see one of the disks that were previously mentioned. There is no major difference among the three images. In particular, the contrast between the disk and background appears to be the same for three images; no perceptible difference is found. There is only some more texture in ground truth, which does not carry vital information about the image. Furthermore, once it is zoomed out, that texture is not perceived anymore. Likewise, in figure 21 we show the profile of a slice of figure 20. We observe the smoothing property of CNN. In addition, we observe that the behavior of the three curves is similar. The only difference is in the local mean, which does not play a major role, as we previously determined.

With this image we omit the numerical analysis (MSE, CIF). MSE: Because, on one
hand, MSE does not fully capture the quality of an image, i.e. having lower MSE does not necessarily mean perceived image quality is better and on the hand, for images whose quality is so visually similar, MSE can be misleading for the reason that we previously stated. CIF: because as we shown before, CIF is a highly flawed measure of contrast.
Figure 19: CNN reconstruction for abdominal phantom

Figure 20: Zoomed-in CNN reconstruction for abdominal phantom
Figure 21: Profile curves for abdominal phantom
7 Conclusions and open problems

In this work, we have proposed a deep learning solution for the problem of scatter reduction. We have investigated and validated the effectiveness of splitting the data in frequency components as well as upsampling high frequency information and downsampling low frequency information. We empirically found that CNNs are better when dealing with signals whose frequency is not too low or too high. We believe that is reason why downsampling and upsampling help. On the other hand, to our surprise, architecture did not seem to play a major role in the learning ability of CNN, that is, for very different architectures we obtained very similar, if not equal, results.

Instead, adding coordinates as additional channels in the input provided a more significant improvement in results than any change in architecture. Moreover, modifying other hyperparameters such as learning rate, batch size, numbers of layers/channels did not seem to have much effect in the learning ability. This opens up three possible avenues for further investigation: One should focus more on pre-processing (frequency splitting, upsampling, downsampling, Coordconv are all pre-processing) and less in architecture when designing CNNs. We were never able to find the right set of hyperparameters and that is why they did not seem to substantially influence the result. If this were the case, then a natural question would be: how to find the right hyperparameters? Research is being done on that topic but so far no conclusive have been generated. The data was just not enough and that is why despite having sophisticated architectures, the results were not optimal.
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