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ABSTRACT

APPLICATIONS OF A U-NET VARIANT NEURAL NETWORK: IMAGE CLASSIFICATION FOR VEGETATION COMPONENT IDENTIFICATION IN OUTDOORS IMAGES AND IMAGE TO IMAGE TRANSLATION OF ULTRASOUND IMAGES

by

Adam Honts

The University of Wisconsin-Milwaukee, 2021
Under the Supervision of Professor Istvan Lauko

Convolutional Neural Networks have been applied in many image applications, for both supervised and unsupervised learning. They have shown their ability to be used in an array of diverse use cases which include but are not limited to image classification, segmentation, and image enhancement tasks. We make use of Convolutional Neural Networks’ ability to perform well in these situations and propose an architecture for a Convolutional Neural Network based on a network known as U-Net. We then apply our proposed network to two different tasks, a vegetation classification task for images of outdoors environment, and an image to image translation task for ultrasound images. For the vegetation classification task we make use of our previous work of a green vegetation filter that is used to annotate our data set and then use images that are converted to gray scale to pair with the annotations from the green vegetation filter in order to train our proposed network to classify where generic vegetation appears in an image. For the ultrasound image to image translation task, we show that our proposed network can be used as part of a system which is composed of a set of neural networks, called CycleGAN, that is used to translate ultrasound images from images acquired by a low frequency transducer to an image domain of ultrasound images acquired by a high frequency transducer.
We propose using an approach that trains our proposed network to learn local estimations of the two image domains and detail a filtering process that when applied to an ultrasound image, acquired from a low frequency transducer, gives the low frequency transducer ultrasound image the appearance that it was acquired from a high frequency transducer.
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(a) The entire CycleGAN architecture where an image from the low frequency transducer domain, \( l \in L \), is used to train \( D_L \) and is also mapped to \( H \) by \( G_{LH} \), and an image from the high frequency transducer domain, \( h \in H \), is used to train \( D_H \) and is also mapped to \( H \) by \( G_{HL} \). (b) The cycle when starting with a sample \( h \in H \). \( h \) is mapped to \( l \) by the generator network \( G_{HL} \) and the estimated image \( G_{HL}(h) = \hat{l} \) is produced. \( \hat{l} \) is then passed into the discriminator network \( D_L \) and the probability \( D_L(\hat{l}) \) is measured. \( \hat{l} \) is then passed into the generator network \( G_{LH} \) and mapped back to \( H \) and the estimated image \( G_{LH}(\hat{l}) = \hat{h} \) is produced and the cycle-consistency loss is measured between \( h \) and \( \hat{h} \). (c) The cycle when starting with a sample \( l \in L \). \( l \) is mapped to \( H \) by the generator network \( G_{LH} \) and the estimated image \( G_{LH}(l) = \hat{h} \) is produced. \( \hat{h} \) is then passed into the discriminator network \( D_H \) and the probability \( D_H(\hat{h}) \) is measured. \( \hat{h} \) is then passed into the generator network \( G_{HL} \) and mapped back to \( L \) and the estimated image \( G_{HL}(\hat{h}) = \hat{l} \) is produced and the cycle-consistency loss is measured between \( l \) and \( \hat{l} \).

Comparison of 3 Images between the Low Frequency Transducer (Left) and High Frequency Transducer (Right) domains.

A comparison between image from \( H \) with the bottom half of the image almost completely black, and an image from \( L \) where information is present throughout the entire image.
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(a) The visualization of the initial state of the filtering process being applied to a image from \( L \), which is the beginning of section 1. The image is of dimensions \( D \) in depth and \( W \) width. The local estimation filter, \( G_{LH} \), is applied to the crop \( c \) of size \( c_d \) by \( c_w \), that has its top right pixel located at row 0 and column 0. (b) The visualization of the while loop in section 1. A new crop, which is depicted by the solid red rectangle, taken \( m \) pixels to the right of the original crop, depicted as the red rectangle that has dashed lines.
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28 An example of the local estimation filter $G_{LH}$ being applied to the sample image $l$ at a location of $(i, j)$ at an arbitrary location in the filtering process. The resulting crops pixel values are applied to the Intensity matrix at the correct indices that correspond to the pixels of $l$ that were included in the crop $c$. 

29 A comparison between the original image from $L$ on the left, and the resulting image from the local estimation filter applied to the image on the right. In the resulting image with the local estimation filter, the filter was able to smooth out the noise that is present in the image from $L$ and create a more clear image with better contrast than what the low frequency transducer was able to produce. The resulting image does not preserve all of the information at the bottom of the image as wanted. It also has a few speckle artifacts that exist in the top left orifice. 
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1 Introduction

Deep learning has become a popular method used by machine learning researchers when working with image data, due to the availability of GPUs that enable a large number of calculations to be performed in parallel thus increasing the speed and efficiency of training deep learning models [23, 32]. Deep learning models such as convolutional neural networks (CNNs) have been used for image classification tasks and have performed these tasks with high levels of accuracy [3, 7, 15, 16, 32, 38, 41, 42, 50]. CNNs consist of layers called convolutional layers that are a set of learnable filters that are small spatially localized and are able to learn spatial and color patterns in an image set which aid in the process of classifying objects within an image [32, 41]. CNNs have also been shown to be able to perform segmentation tasks at a high level of accuracy to point out the areas within an image where an object of interest is located [38, 48]. A specific type of CNN called U-Net has been a popular network for classification and segmentation tasks and has been used in medical applications as well as vegetation detection applications [38, 46, 48]. U-Net is a residual learning network, that passes information learned early on in the network to deeper layers within the network [16, 38]. Residual learning networks have been used in generative models for tasks such as image to image translation [25, 46, 49]. A U-Net type network has also been used in a generative model setting to show that it has the capability to improve the quality of portable ultrasound images [46]. Making use of the ability that U-Net has shown to perform well in a number of different applications such as classification, image to image translation tasks, and improving ultrasound images, we propose a variant of a U-Net type architecture and apply it to a vegetation classification application and an image to image translation of ultrasound images application.

Using our prior work of a green vegetation filter that was used to classify green vegetation pixels in a large data set composed of Google Street View images that span Milwaukee County, we use the outputs of the green vegetation filter to annotate a data set that is composed of the gray scale version of the images that were passed into the green vegetation filter
This labeled data set composed of gray scale images paired with the output classification of the green vegetation filter is then used to train the proposed variant U-Net neural network to improve upon the capabilities of the green vegetation filter by classifying other colors of vegetation by forcing the network to learn the spatial characteristics of vegetation rather than using color information. We show results of the proposed network ability to locate green vegetation as well as non-green vegetation. We then proceed to use the same proposed variant U-Net neural network to perform an image to image translation task for translating ultrasound images acquired from a low frequency transducer domain to a higher frequency transducer domain. This is done by making use of a type of deep learning generative model called a generative adversarial network which is used as a part of a system called CycleGAN that has shown promising results when performing image to image translation tasks [11, 49]. We display and discuss the results of the proposed networks ability to give to an ultrasound image that was acquired from a low frequency transducer the appearance that it was acquired from a high frequency transducer, by using the outputs of the network as a local estimation filter.

1.1 Vegetation Detection

Street-scape image databases provide a novel and rich data source for identifying urban vegetation views and density as perceived by human observers at the street level. The abundant availability of such data has recently spawned interest and investigations of urban natural environments and their relations to human health, quality of life and other socioeconomic aspects [22, 43, 10]. An important component to such investigations is the ability to identify vegetation on complex images efficiently and reliably. Automated driving and automated low elevation flight technologies also face requirements to identify, model and evaluate complex physical environments with vegetation components based on image and video data.

Recently emerging machine learning technologies have proved to be well suited for such visual analysis tasks, but their use and efficacy is currently limited by the lack of availability
of large and high quality annotated image data sets for training purposes.

We rely on an efficient image processing method developed by the authors earlier [17, 6], to generate annotated data sets of street-scape images for training, and will demonstrate that relying on a large and variable annotated training set we use a variant of a U-Net architecture with very robust vegetation detection performance and excellent generalization capabilities. The network is trained to assign to each image pixel an estimated probability or confidence value (a value between 0 and 1) which represents the network’s estimate of whether the pixel belongs to a vegetation image component.

A key step in achieving robust performance in vegetation identification from the trained network is to remove color information from the training image set prior to training and thus forcing the network to rely only on gray scale image features in the training and vegetation detection process. This is done to enable the network to generalize from the training data and to recognize the learned vegetation image features in color shades other than green and remarkably in images with only gray scale information. We will demonstrate that the network can consistently handle vegetation identification in general image data and in particular in images with color content that the original image processing teaching (i.e., annotating) algorithm would have failed on.

1.2 Ultrasound Image To Image Translation

Ultrasound imaging is a safe non-invasive diagnostic tool that is used to image the anatomy inside of a body [21, 20]. Ultrasound is a low risk method for physicians to capture images, as opposed to x-ray and CT scans which expose the patient to radiation [21, 20]. Recent advancements have also led to the ability to use Ultrasound technology on handheld devices, which makes using ultrasound more accessible than other common medical imaging techniques such as X-Ray, CT scans, and MRI [46]. Ultrasound Imaging utilizes a probe called a transducer that produces high-frequency sound waves and reconstructs an image by capturing the returning sound waves. Transducers typically have a given frequency of sound
wave that they can produce. The higher the frequency of the transducer, the higher the resolution of the image that can be reconstructed [40]. A caveat of using a higher frequency transducer is that the returning image is not able to extract information that exist deeper in the body as well as a lower frequency transducer able to retrieve [40].

Recent deep learning architectures, such as CycleGAN, have been able to identify image characteristics from one image class and apply it to another [49]. Some examples of this are taking images of apples and giving them the appearance of an orange, or giving a horse zebra stripes [49]. A U-Net type network placed used within the CycleGAN framework was shown to be able to improve the quality of portable Ultrasound images by translating images acquired from a portable Ultrasound device that produced low quality images, and mapped them to a domain defined by a set of higher quality ultrasound images [46]. Both of these ideas are the motivation for using neural networks for giving an Ultrasound image taken with a low frequency transducer and giving it the appearance that it was taken from a high frequency transducer. Reliably giving an image from a low frequency transducer the appearance that it was taken from a high frequency transducer would allow a physician to be able to see deeper into the body than they would be able to with a high frequency transducer, but also could result in reducing noise, that is present in a low frequency transducer image.

We propose using the same variant of a U-Net architecture that was used in the vegetation detection application to be trained in the methodology used in CycleGAN to produce images that resemble images taken from a higher frequency transducer. An unpaired image set of low frequency and high frequency transducers taken on the area of the cyphallic vein of volunteers was collected and used to train the network to produce the results presented in this work.

1.3 Short Outline of Thesis

In section 2, we describe in greater detail U-Net and the components that exist within the network architecture. We then propose our variant U-Net neural network and describe the
new components that we introduce.

In section 3, we discuss the vegetation detection application and the green vegetation filter that was used to annotate the data set we used to train our variant U-Net neural network to classify vegetation. We describe the data set that was used in the training process, and the characteristics that were conducive to being able to train our network to classify vegetation within an image. We then give a brief description as to how the green vegetation filter that was used to annotate our data set works. At the end of the section we discuss the training of the network and the network’s results.

In section 4, we further describe the ultrasound image to image translation of translating ultrasound images acquired from a low frequency transducer to an image acquired from a high frequency transducer. We describe the history and theory behind the generative adversarial networks and CycleGAN to help give a better understand of the methodology used in training our proposed variant U-Net neural network. We give a description of the data set and discuss characteristics between the differences of the images between the low frequency ultrasound image domain and the high frequency ultrasound image domain. We detail the algorithm used for training the model as well as the filtering algorithm used to create the final image of the low frequency transducer ultrasound image that is translated to a high frequency transducer image domain. At the end of the section we discuss the results and shortcomings of the methodology.

In section 5, we conclude the paper by pointing out the key contributions that were given from this thesis.

In Appendix A, we give more examples of results from the network’s ability to classify vegetation in Google Street View images.

In Appendix B, we give more examples of results from the network’s ability to translate images from a low frequency transducer ultrasound image that is translated to a high frequency transducer image domain.
2 Description of U-Net and the proposed U-Net Variant

Our proposed network is a modification on the U-Net architecture developed by Ronneberger et al. [38]. U-Net and variations on U-Net have been used in image classification and segmentation tasks because of its ability to learn and maintain structural information of an image that have proven to work well in both medical and remote sensing applications. For example, Ronneberger et al. implemented U-Net for the segmentation of neuronal structures in electron microscopic recordings [38]. Blanc-Durand et al. used a 3-D implementation of U-Net to segment and detect brain tumors from PET scans [3]. Zhang et al. was able to apply a U-Net architecture to identifying roads from satellite imagery [48]. Li et al. showed that U-Net could be used for extracting buildings from satellite imagery [35].

The original U-Net architecture consists of a series of down sampling steps that contract the length and width dimensions of the input images and subsequent tensor blocks in the network, followed by a series of up sampling steps, and an interpolation of the output tensor block, to get back to the original length and width dimensions of the input images [38]. A major contribution that U-Net offers is that residual connections are created between the down sampling and up sampling process by concatenating tensor blocks, that were output during the down sampling process, to the output tensor blocks that are obtained by the deconvolution layers that are in the up sampling process [38]. A visualization of the original U-Net architecture can be seen in Figure 1, and the process of how U-Net works as well as the components that make up U-Net are discussed in the following sections.

2.1 Down Sampling Process in U-Net

In this section, we describe how the down sampling process of U-Net works and give details of the terminology that is commonly used when describing convolutional neural networks.

An overview of the down sampling process consists of passing tensor blocks through 2
sets of $3 \times 3$ 2-D convolutions each followed by a rectified linear unit (ReLU) activation layer, and then a max pool layer that is used for down sampling. These series of steps are repeated 4 times, which is seen in the left half of the U shape of the network in Figure 1.

At the beginning of the network, the input image, represented as a tensor with the dimensionality of Height $\times$ Width $\times$ Channels, has a 2-D padded reflection applied to it before it is passed into U-Net. Doing this increases the size of the height and width dimensions of the input tensor. This is done because the 2-D convolutions and max pooling layers inside of U-Net will decrease the height and width dimensions of the tensors that move through the network. The number of pixels to add to the height and width dimensions of the input tensor, via the 2-D reflection padded, are carefully chosen so that the original image with a 2-D padded reflection applied to it will result in the network outputting a tensor that is the same size in the height and width dimension of the original image. The output tensor produced by the network is the output segmentation map which is applied to the original image to point out where objects of interest are located and therefore needs to have the same dimensionality in the height and width dimensions to accurately display where objects are located. In the original U-Net implementation, input images were of size $388 \times 388$ in the
height and width dimensions, and the 2-D padded reflection created a tensor of size $572 \times 572$ in the height and width dimensions that was used as the input into the network. These dimensions are labeled at the top left and top right of the network in Figure 1.

After the 2-D padded reflection is applied to the input image, the resulting tensor with increased height and width dimensions are passed through a set of $3 \times 3$ 2-D convolutional kernels. The output of each of these $3 \times 3$ 2-D convolutions produces a new tensor block with a height dimension of the input’s height minus 2 and a width dimension of the input’s width minus 2, and the number of channels is now the number of convolutional kernels that were used. A visualization of 2-D Convolution can be found in Figure 2. A 2-D convolutional layer in a neural network consists of a series of convolutional kernels where each cell of the kernel is a learnable parameter that is updated while optimizing the network. Typically in each convolutional layer there are multiple kernels so that multiple spatial and color features can be detected in an image or subsequent tensor blocks [41]. An example of learned kernels can be seen in Figure 3 where Krizhevsky et al. displayed a visualization of 96 convolution kernels of a layer in a neural network [32].

![Figure 2: Convolution visualization created by Dumoulin et al., where a $3 \times 3$ 2-D convolutional kernel is passed over a 5x5 matrix, producing a $3 \times 3$ matrix[9]](image)

After a tensor block is then passed through a $3 \times 3$ 2-D convolutional layer, the resulting
Figure 3: Visualization of characteristic trained convolutional kernel sets [32]

tensor block is then passed through the non-linear activation function called a rectified linear unit (ReLU). Non-linear activation functions are a key part of neural networks that allow the network to learn non-linearities in data during the optimization process [23]. A mathematical definition of the ReLU activation function is given in equation 1.

\[ f(x) = \begin{cases} 
  x, & x > 0 \\
  0, & \text{otherwise}
\end{cases} \]  

(1)

This non-linear function and its variants have become a popular activation function in neural networks because they were able to solve the problem of vanishing gradients in deep neural networks with many layers, that has plagued the extensive use of other activation functions such as sigmoid or hyperbolic tangent functions [23].

Once the tensor block is passed through the ReLU function, it is then passed to a \( 2 \times 2 \) max pooling layer to down sample the length and width dimensions by a factor of \( \frac{1}{2} \), to down sample the tensor block. The \( 2 \times 2 \) max pooling layer can be visualized in Figure 4.

### 2.2 Up Sampling Process

After the down sampling process, the bottom of the U in U-Net is reached. The tensor block from the max pooling layer is passed into a series \( 3 \times 3 \) 2-D convolutions which are followed by a ReLU activation function, and then the resulting tensor blocks are passed to
A $2 \times 2$ filter is passed along each channel of a tensor block with a stride of 2, and a new channel is generated by taking the maximum value that the $2 \times 2$ filter is on [41].

The up sampling process. During the up sampling process, the authors use sets of $2 \times 2$ 2-D transposed convolutions that are performed to undo the down sampling from the $2 \times 2$ max pooling layers, by doubling the height and width dimensions of the tensor block.

A direct convolution applied to a tensor block can alter the height and width dimensions of the output tensor block, as we have seen with the $3 \times 3$ 2-D convolution described earlier. The transpose convolution can be thought of as a process that will get you back to the dimensions that you started with before the direct convolution was performed [9]. A visualization of the transpose convolution can be seen in Figure 5.

After a tensor block is passed through a transposed convolution, the tensor block that is at the same level in the U as that of the current level that exists in the down sampling process are cropped to match the length and width dimensions, and then concatenated together. This concatenated tensor block is then passed through two $3 \times 3$ 2-D convolutions.
that are each passed through a ReLU activation layer. After the second ReLU, the tensor block is then passed to the next $2 \times 2$ 2-D transposed convolution layer. This up sampling process is repeated 4 times, the same number of times the down sampling was performed.

At the top right of the U, i.e. after the last transposed convolution is performed, 2 more $3 \times 3$ 2-D convolutions each followed by a ReLU are performed, the tensor block is passed through a 1x1 convolution which keeps the height and width of the input tensor block the same and condenses all the channels into the desired number of classes that are being used for segmentation [38]. Since the 2-D padded reflection was applied to the input image, the final output of the network has the same height and width dimensions as the original image, which can be seen in Figure 1. A loss function is then applied to the output tensor and the segmentation target which is then used to optimize the network’s parameters to minimize the loss function[38].

### 2.3 Proposed Variant U-Net Neural Network Architecture

Our proposed variant U-Net neural network does not require any padding to the input image, unlike the original U-Net architecture. Our proposed network also contains a series of 4 down sampling convolutional layers each of which reduces the dimensionality of the previous tensor block by a factor of 2, without needing to use a max pooling layer. Each layer utilizes two different sets of trainable convolution kernels during the down sampling process of U-Net, a set of $4 \times 4$ kernels and a set of $8 \times 8$ kernels. Having both of these kernels gives the network kernels that can learn finer features or details captured in the $4 \times 4$ kernels and larger details in the $8 \times 8$ kernels. These kernels produce tensor blocks of the same dimensions that are then passed through a Leaky ReLU function, an Instance Normalization layer, and then concatenated via a residual connection to tensor blocks of the same dimension in the deconvolutional process.

In the last downsampling layer only an $8 \times 8$ convolutional kernel is used. The tensor block is then passed through a Leaky ReLU and then through an Instance Normalization
A Leaky ReLU is a piece wise linear activation function which is a variation on the ReLU that allows for negative inputs to obtain nonzero activation value. When using a Leaky ReLU the user defines a percentage value, $p$, for the negative input values for function to become a fraction of that value, thus encoding additional gradient information on the trainable parameters into the loss function. In the proposed network, the value for $p$ is set to 0.2 for every Leaky ReLU. The Leaky ReLU is defined in equation 2.

\[
f(x) = \begin{cases} 
  x, & x \geq 0 \\
  p \times x, & x < 0 \quad (0 < p < 1)
\end{cases}
\]  

(2)

Instance Normalization was developed by Ulyanov et al. [45]. The development of Instance Normalization helped improve the ability for fast stylization and was adopted by researchers improving Generative Adversarial Networks that produce images [26][49]. Instance Normalization computes the mean and standard variation across each channel of a tensor block, and then uses that information to normalize the values across the channels [45]. The equation for Instance Normalization can be found in equation (3), where $y_{ijk}$ is the new value for the $ijk$-th element in the tensor block that Instance Normalization is applied to. $i$ spans the channels, $j$ spans the height, and $k$ spans the width dimensions of the tensor block. $x_{ijk}$ is the $ijk$-th element in the tensor block. $\mu_i$ is the mean of the $i$-th channel. $\sigma_i^2$ is the variance of the $i$-th channel. $H$ is the height of the tensor block and $W$ is the width of the tensor block.

\[
y_{ijk} = \frac{x_{ijk} - \mu_i}{\sqrt{\sigma_i^2 + \epsilon}}, \quad \mu_i = \frac{1}{HW} \sum_{l=1}^{H} \sum_{m=1}^{W} x_{ilm}, \quad \sigma_i^2 = \frac{1}{HW} \sum_{l=1}^{H} \sum_{m=1}^{W} (x_{ilm} - m\mu_i)
\]  

(3)

The tensor block produced by the last convolutional layer is passed into a deconvolutional layer that has a kernel size of $8 \times 8$, a stride of 2, and a dilation of 3 to double the height and width dimension of the tensor block. The tensor blocks obtained from the convolutional
layers in the same level of the U during the down sampling steps are then concatenated onto
the current tensor block produced by the deconvolution. As opposed to the original U-Net
architecture, our proposed network does not need to crop the tensors that are concatenated
from the down sampling process thereby retaining all information that was produced in the
down sampling process. This new tensor block is then passed through a Leaky ReLU followed
by an Instance Normalization layer. This is repeated 3 more times. The last deconvolutional
layer produces a tensor block with the same height and width dimensions as the gray scale
input image, and is then passed through a $3 \times 3$ 2D convolutional layer with stride of 1 and
a dilation of 1 to preserve the height and width dimensions and has a depth dimension of 1
to match the dimensionality of the target tensor. This tensor block is then passed through
a sigmoid function to produce values between 0 and 1 which represent probabilities of each
pixel being considered vegetation or not.

Our proposed variant U-Net neural network architecture is used in the following two
applications. A visualization of our proposed network architecture is shown in Figure 6.
Figure 6: Proposed variant U-Net neural network with two separate convolution tracks (using kernels with $8 \times 8$ and $4 \times 4$ spatial dimensions respectively) during the down sampling process. The $8 \times 8$ and $4 \times 4$ convolutions, and the $8 \times 8$ deconvolutions have the indicated number of kernels specific to the particular level.

3 Green Index and Applications to Vegetation Classification

In previous work, we developed a green vegetation filter to calculate a green index for locations that span Milwaukee County by utilizing Google Street View’s API to collect the images [17]. The green vegetation filter we developed was an attempt to improve upon a green vegetation filter proposed by the authors Li et. al. [44]. Their methodology was able to use color information from a pixel’s RGB value to determine whether a pixel is green vegetation. A short coming of their filter is that it would classify artificial green objects as green vegetation, such as street signs, garbage cans, and city buses. A key contribution of
our work improved upon the green vegetation filter by creating a filter that helped eliminate the classification of these artificial objects while maintaining the ability to classify green vegetation pixels [17]. Both of these approaches were used to map a distribution of green vegetation across urban and suburban areas [18, 19].

Using only green vegetation may be a useful tool for mapping the distribution of vegetation since a majority of vegetation in an area such as Milwaukee County is green during the summer months [17]. The approach is limiting for classifying vegetation in image data that was acquired outside of a summer month or if a more complete distribution of vegetation is needed, since there exists many species of plants that are not green. We propose an extension of the work using green vegetation filters to classify vegetation by combining our green vegetation filter, the Milwaukee County Google Street View data set and the proposed U-Net variant network to classify all colors of vegetation rather than just green vegetation.

3.1 Data Collection

Google’s Street View was launched in 2007 and enabled users of Google Maps to explore greater metropolitan areas at the street level. Later the service was expanded to a global scale and as of April 2020, Google continues to update and expand the geographical locations worldwide that it serves Google Street View (GSV) images for, available on its Google Maps platform [13]. Along with the ability to interact with street level images via a web interface, Google created an API that allows for developers to download GSV images giving software developers and researchers access to one of the largest outdoors image data resources compiled [14].

In 2015 researchers created image processing methods to detect green vegetation and applied them to a selection from the GSV database [44, 37]. A modification on the green vegetation filter developed by Li et al., was developed by the author of this paper and its collaborators[44, 17, 6]. The modified vegetation detection algorithm was applied to over 90 thousand 360 degree panoramic GSV image sets collected on Milwaukee County in the state
of Wisconsin, a subset of the GSV images of the area taken ranging from the year 2007 to 2017. All images in this Milwaukee County GSV image collection were taken between the months of May through September, and for each location with multiple dates available the ones with the most recent date where included. Details of Milwaukee County’s vegetation density map compiled from this data set can be seen in Figure 7 [18, 6].

![Visualization of locations where GSV images were collected and a map of the compiled green-view index for Milwaukee County [18, 6].](image)

Figure 7: Visualization of locations where GSV images were collected and a map of the compiled green-view index for Milwaukee County [18, 6]. Left: View of all of Milwaukee County. Right Top: Zoomed in image of Milwaukee County. Right Bottom: Green dots indicate the location where a GSV image was taken.

The five months (May through September) were chosen to have images that most likely contained green vegetation. In the early spring and late fall months much of the vegetation is not green, and using image processing algorithms that detect green hues on outdoors images would not capture vegetation image components efficiently, as seen in Figures 8 and 9. Such algorithms also fail to detect foliage with characteristic yellow, purple and other color hues specific to some trees and other vegetation. They also have a tendency of detecting green non-vegetation image components (roofs, vehicles, walls, signs etc.) as false positives when tasked with vegetation detection.

This gives the motivation to create an algorithm that is able to identify other vegetation image components than just green-colored ones. The creation of such an algorithm would
Figure 8: The color-based image processing filter fails to detect purple-colored as well as deep dark green vegetation image components. Left: Original RGB Image. Right: Masked image that has been produced by a color based green vegetation image processing filter [17, 6].

Figure 9: The image processing filter fails to detect yellow-colored vegetation image components. Notice also false positive detection of green components of a building. Left: Original RGB Image. Right: Masked image that has been produced by a green vegetation detecting image processing filter [17, 6].

lead to the ability to expand the months that we would be able to obtain images. This would yield more reliable data and would give a better quantitative measure to how much vegetation is present in an image.

The large GSV data set of Milwaukee County collected in our previous work contains images where the overwhelming majority of vegetation is well captured by the green vegetation filter [17, 18, 6]. Thus such a data set, tagged by a high quality color-based image
processing filter, is expected to be well suited to serve as a training set to train a suitable neural network for vegetation identification in a supervised training setting.

Additionally, as biological neural networks (e.g. the human brain) are very capable of detecting vegetation on images with gray scale information only, the question arises whether artificial neural networks would be able to perform the same task, and how well. In this paper we have set out to investigate this question, by training a convolutional neural network to recognize vegetation on outdoors images with gray scale image information only.

A training data set was curated where each input image was a gray scale version of an image from the Milwaukee County GSV data set and its paired target image was a binary map obtained from the output of the green vegetation filter. In the target image, each pixel was given a value of 1 if it was recognized as vegetation by the green vegetation filter, otherwise the pixel was given the value of 0. The choice of converting all the input images to gray scale images in the training set was done so that our convolutional neural network would be compelled to rely on structural and texture image information only, rather than color information, to predict vegetation components identified in the target image. The vast majority of vegetation contained in the Milwaukee County GSV data set is green vegetation. Since the network would be fed an overwhelming majority of training images where the vegetation image component maps very well to the target image, the gray scale training is expected to lead to better recognition of “other-colored” vegetation image components.

3.2 Green Index Image Processing Filter

We utilize the observations and heuristics outlined above to formulate a multicomponent vegetation image-segmenter, that avoids chronic errors induced by the presence of artificial green colored objects and improper lighting.

In an initial step of the segmentation algorithm, performed in HSV representation, we saturate the images by scaling the S color component by a factor $\kappa > 1$. This is done to compensate for shading variation before the additional filtering steps.
After the pixel color saturation step, to segment the images we apply and combine the results of a series of three independent logical-valued image filters or masks, parametrized by the values \((\alpha, \beta, \gamma) = (1.5, 0.4174, 0.1569)\) and localization parameter \(m = 5\):

1. in the original RGB color space with the parametrized condition \(2G > \alpha(R + B)\) we select a restricted subset of the generic green image pixels;
2. with the hue-limiting condition \(H < \beta\), we additionally exclude image pixels with a substantial blue component that is characteristic of many "artificial" green pixel colors; and
3. using all three RGB channels we apply a binary filter composed from local rank filters to exclude image locations with neighborhoods of low local variations, specifically selecting pixels that satisfy the condition

\[
\min(R_{\text{max}} - R_{\text{min}}, G_{\text{max}} - G_{\text{min}}, B_{\text{max}} - B_{\text{min}}) > \gamma.
\]

Here \(X_{\text{max}}\) and \(X_{\text{min}}\) are the maximal and minimal rank filters in a local neighborhood of pixels size \(m\), centered at the pixel location, with \(X \in \{R, G, B\}\).

The parameter values \(\kappa, \alpha, \beta, \gamma\) and the shape and size \(m\) of the local neighborhood used in our implementation were determined based on the segmentation performance on a representative test set of several hundred images that were hand-selected and evaluated to include a wide variety of image features occurring in GSV images.

### 3.3 Training and Results

Using the variant of the U-Net described earlier, we train the network using the annotated gray scale image data set described in the previous two sections. Training of the network was done on a machine with an NVIDIA GeForce 1080 TI GPU with 11 GB of RAM. The Milwaukee County GSV dataset was randomly split into training, validation, and test sets, with 425,353 images in the training set, 50,000 images in the validation set, and 10,000 images in the test set. The network trained for 10 epochs on the training set. Each image of the
Figure 10: The RGB standard represents pixel colors with values in the unit cube of $\mathbb{R}^3$ in Cartesian coordinates (interpreted as an additive weighted mixture of the primary colors Red, Green, and Blue) or in many implementations simply as a quantized mesh of the scaled unit cube, typically with values ranging from 0 to 255 in each color channel (left). The HSV (i.e. Hue-Saturation-Value) color space (right) represents color in the closed unit cylinder in cylindrical coordinates, with Hue and Saturation being the polar coordinate components, and the cylindrical component Value is related to light intensity.

Figure 11: Examples of Errors Induced by Under-Processed and Over-Processed Vegetation Filtering Methods. In the middle image, denoted as the ”Liberal Cut” method, we have artificial error induced from creating too wide of a color processing filter. Almost all vegetation within the original image is present, albeit at the inclusion of building structure pixels remaining in the background post-processing. On the right, denoted as the ”Conservative Cut” method, we have an over-processed image resulting from too restrictive of a color-processing method. No artificial error is present, albeit at the loss of significant vegetation data.

The training set was passed through the network and a binary cross entropy loss was computed between the binary target matrix and the estimated pixel probability matrix. The binary
Cross entropy loss is given in equation (4).

\[ H(y, \hat{y}) = -\mathbb{E}_{y \in Y} [y \log(\hat{y}) + (1 - y) \log(1 - \hat{y})] \quad (4) \]

Here, \( y \) is the set of all target labels produced by the green index filter for a given batch of images, \( \hat{y} \) is the set of all predicted classifications produced by the network, \( y \) is a sampled target label and \( \hat{y} \) is the networks predicted classification for the sampled image associated with the given sample target label. This loss function is what the network learned to minimize. The Adam optimizer was then used to update the parameters of the network to minimize the binary cross entropy on the current image. Adam is a first-order gradient-based optimization method for stochastic objective functions, based on adaptive estimates of lower-order moments. The algorithm created by Kingma et al. is outlined in Figure 12 [30]. In our optimization process we set \( \alpha = 0.0002 \), and \( \beta_1 = 0.5 \). We do not use \( \epsilon \) since we do not use a convergence criteria to stop the optimization process.

![Algorithm 1: Adam, our proposed algorithm for stochastic optimization. See section 2 for details, and for a slightly more efficient (but less clear) order of computation, \( g_f \) indicates the element-wise square \( g_f \circ g_f \). Good default settings for the tested machine learning problems are \( \alpha = 0.001 \), \( \beta_1 = 0.9 \), \( \beta_2 = 0.999 \) and \( \epsilon = 10^{-8} \). All operations on vectors are element-wise. With \( \beta_1 \) and \( \beta_2 \) we denote \( \beta_1 \) and \( \beta_2 \) to the power \( t \).

Require: \( \alpha \): Stepsize
Require: \( \beta_1, \beta_2 \in [0, 1) \): Exponential decay rates for the moment estimates
Require: \( f(\theta) \): Stochastic objective function with parameters \( \theta \)
Require: \( m_0 \): Initial parameter vector
\( m_0 \leftarrow 0 \) (Initialize 1st moment vector)
\( v_0 \leftarrow 0 \) (Initialize 2nd moment vector)
\( t \leftarrow 0 \) (Initialize timestep)

while \( \theta \) not converged do
\( t \leftarrow t + 1 \)
\( g_t \leftarrow \nabla_{\theta} f_t(\theta_{t-1}) \) (Get gradients w.r.t. stochastic objective at timestep \( t \))
\( m_t \leftarrow \beta_1 \cdot m_{t-1} + (1 - \beta_1) \cdot g_t \) (Update biased first moment estimate)
\( v_t \leftarrow \beta_2 \cdot v_{t-1} + (1 - \beta_2) \cdot g^2_t \) (Update biased second raw moment estimate)
\( \hat{m}_t \leftarrow m_t / (1 - \beta_1) \) (Compute bias-corrected first moment estimate)
\( \hat{v}_t \leftarrow v_t / (1 - \beta_2^t) \) (Compute bias-corrected second raw moment estimate)
\( \theta_t \leftarrow \theta_{t-1} - \alpha \cdot \hat{m}_t / (\sqrt{\hat{v}_t} + \epsilon) \) (Update parameters)
end while

return \( \theta_t \) (Resulting parameters)

![Figure 12: Adam Optimizer Algorithm [30]](image)

After each pass through the entire training set, the average training loss was computed. The validation set was then passed through the network and the average validation loss was also computed. The results of the mean loss of both the training and validation sets, after
each epoch, can be seen in Figure 13.

![Figure 13: Training and validation loss function over a 10-epoch training period, starting with epoch 0, show balanced training and convergence](image)

Due to the lack of gold-standard annotated data for complex vegetation images, our results for this methodology come in the form of observation and qualitative assessment of our network’s output applied to non-grayscale input images. We present a series of before and after images that are created by taking the output image from the network, which is a vegetation pixel probability matrix and multiplying each channel of the original RGB images by the probability matrix. This helps indicate and view where the network estimates that vegetation is in the gray scale version of the image. The process’ steps of taking an original RGB image, converting the image to gray scale, passing the gray scale image through the network to get a probability matrix, and multiplying the probability matrix by the original RGB image is visualized in Figure 14.

As can be seen in Figure 15, on the sample images presented in Figures 8 and 9, the network is able to pick up the purple and yellow vegetation as opposed to its “trainer”, the color-based image processing green vegetation filter. Figure 15 displays two additional examples of the network’s ability to highlight the areas where vegetation exists and suppress
the areas where artificial objects, such as roads, buildings and vehicles are located.

For the interested reader, many more images, paired with their network-produced vegetation estimation, can be found in Appendix A, highlighting the network’s remarkable ability to locate vegetation and reject components of artificial objects and structures based on gray scale information only. For the majority of the image selection in Appendix A, our algorithm used for training data generation would fail partially or fail badly when performed on the original colored images, nonetheless the optimized neural network without color information produced high quality segmentation results that are comparable to human performance.

Figure 14: The first image is the original RGB image. The second image is the gray scale image. The third image is the probability matrix predicted by the network and multiplied by 255 to visualize where the network predicted vegetation to be located. The last image is the probability matrix multiplied by the RGB image.

Figure 15: Vegetation estimation using the trained network. Before and after Images for image data seen in Figures 2 and 3
4 Ultra Sound Low Frequency

Ultrasound imaging has become a popular non-invasive medical imaging technique, most notably being used for fetal imaging. Ultrasound imaging is also used for other diagnostic purposes such as diagnosing patients with cancer, and with recent advancements in Doppler ultrasound it is used for observing blood flow which can be used to find blockages in the vascular system [4, 5]. It is also a cost effective medical imaging modality as compared to MRI or CT scans [4]. Ultrasound has recently been used in handheld devices which is not possible for the imaging modalities of MRI or CT scans [46]. Good image quality in ultrasound imaging is key to leading to better diagnostics and higher end systems, which are more expensive are able to produce high quality images. One of the components of an ultrasound system that is vital for producing high quality images is the ultrasound transducer. The ultrasound transducer is the probe that is applied to body to acquire the images. Ultrasound transducers are sold with varying frequency capabilities, and having a higher frequency transducer is typically associated with higher quality images [40]. There are trade offs between using a higher frequency and a lower frequency transducer. Although the higher frequency transducer is able to produce cleaner images with higher resolution, it is unable to penetrate further in depth into the human anatomy than a lower frequency transducer, which leads to more information at the superficial layers of the anatomy and less information that exists deeper in the anatomy [40]. On the contrary, a lower frequency transducer produces images with more
noise in comparison to a higher frequency transducer, but the lower frequency transducer is able to capture more information that exists deeper in the anatomy [40]. With the recent advancement in deep learning technology, it is possible to give the appearances of an image from one domain to that of another domain, in this case, it may be possible to give the positive aspects of the appearance of a high frequency transducer to an image that was taken from a lower frequency transducer.

We propose using the same variant U-Net neural network that was described earlier, in a new system that utilizes what is called a Generative Adversarial Network and a local estimation filter, to improve the image quality of ultrasound images that were acquired via a lower frequency transducer. This type of problem of translating an image from one domain to another domain, i.e. translating images from a low frequency transducer domain to a high frequency transducer domain, and is called image to image translation. This proposed system was developed using a technique that is common in image to image translation tasks using deep learning, which is called CycleGAN.

### 4.1 Generative Adversarial Networks

In recent years, Generative Adversarial Networks (GANs) have become the basis for creating generative models and is widely used within the deep learning research community when unsupervised learning is required [29, 11, 12, 26, 25, 45, 47, 28, 49]. The GAN architecture was first proposed by Goodfellow et. al. in 2014. The GAN architecture that Goodfellow et. al. proposed trains two neural networks together to estimate parameters of a generative model for a distribution of a given data set [11]. The two networks that are used in this process are commonly referred to as a generator network, which is the network used for estimating the distribution of a given data set, and a discriminator network that is used for determining if data passed into the network was a sample from the given dataset, or if it was produced by the generator network. This is done by the discriminator network outputting a value between 0 and 1, which represents its estimate of the probability that the input data
belongs to the given data set. Typically, this is implemented by specifying the output layer of the discriminator network to be a sigmoid function. The generator network takes in an arbitrary vector, in the original framework a noise vector with a defined prior \( p_z(z) \) is used as an input, and then produces a vector of the same dimensions as the data that is sampled from the data set which is being estimated. An example of outputs from the GAN in the original paper can be seen in Figure 17, where a GAN was trained to produce images of handwritten digits using the MNIST handwritten dataset [34].

![Figure 17: Output of a GAN trained on the MNIST handwritten digit data set, where examples from the MNIST data set are highlighted in yellow and the rest of the images were produced by a GAN [11]](image)

In the original GAN paper by Goodfellow et. al. the authors proposed to train the two networks together by using a two player zero sum minimax game setup, where the setup of the training process is as follows [11]. Let \( X \) be a sample space with distribution modeling a given dataset where \( X \sim p_{\text{data}} \), let \( z \in Z \) be a noise vector where \( z \sim p_z \), and let \( G \) denote the generator network where \( G : Z \to X \) and the outputs of \( G \) have the distribution
Let $x \in X$ be a sample data point from $X$. Let $D$ denote the discriminator network where $D$ maps $x$ to an estimated probability of whether $x$ was sampled from $X$ such that $D : X \to \mathbb{R}_{[0,1]}$. Next, assign ground truth probabilities to $x$ that was sampled from $X$ with the probability of 1 indicating that it is from the real data set, and the output $G(z)$ with the probability of 0 indicating that it was generated (i.e. outputted by $G$). The minimax game between the two networks is set up by training $D$ to maximize $D(x)$ by assigning the correct ground truth probabilities to $x$, and training $G(z)$ to minimize the function $\log (1 - D(G(z)))$.

The minimax game is then used with the objective function $\min_G \max_D V(G,D)$ defined to be:

$$\min_G \max_D V(G,D) = \min_G \max_D \mathbb{E}_{x \sim p_{\text{data}}} [\log (D(x))] + \mathbb{E}_{z \sim p_z} [\log (1 - D(G(z)))] \quad (5)$$

Optimizing this function can be done by using common optimization algorithms that are used when training neural networks such as a mini batch stochastic gradient descent or the ADAM optimization algorithm described previously. The Goodfellow et. al. paper detailed an algorithm using mini batch stochastic gradient descent, where a minibatch sample consists of $m$ noise vectors $\{z^1, \ldots, z^m\}$ and $m$ samples from the data set $X$, $\{x^1, \ldots, x^m\}$ [11]. These samples are then used to update the parameters of the discriminator network by ascending its stochastic gradient

$$\nabla_{\theta_d} \frac{1}{m} \sum_{i=1}^{m} [\log D(x^{(i)}) + \log (1 - D(G(z^{(i)})))].$$

The parameters for generator network are updated by descending its stochastic gradient

$$\nabla_{\theta_g} \frac{1}{m} \sum_{i=1}^{m} \log (1 - D(G(z^{(i)}))).$$
Descending the generator’s stochastic gradient, the generator minimizes the log of the probability that the discriminator is correctly classifying the images produced by the generator. This formulation for updating the parameters of the networks which was derived from the minimax game defined in equation 5, was later considered by Goodfellow et. al. and shown that the defined minimax game resembles minimizing the Jensen-Shannon divergence between the distribution of the data set and the distribution of the output data from the Generator Network [11, 12]. This is convenient then for finding that there exists a global optimum such that \( p_g = p_{data} \) when \( D(x^{(i)}) = \frac{1}{2} \) and \( D(G(z^{(i)})) = \frac{1}{2} \) producing an optimal value of for \( V(G, D) = -\log(4) \).

In a more recent paper by Goodfellow, Goodfellow describes that their initial proposal of the GAN as theoretically convenient for the existence of optimal solutions, but has shortcomings when implemented in practice [12]. In practice, the previously described approach is not guaranteed to converge with Deep Neural Networks since convexity is needed, and neural networks are not convex functions [12]. Since this gave a good framework but performed poorly in practice, a variation was described by Goodfellow [12].

Goodfellow notes that when training GANs, the cost functions can be separated into the cost function for the Discriminator, \( J^D \), and the generator, \( J^G \). The cost function for the discriminator is defined as

\[
J^D(D, G) = -\frac{1}{2} \mathbb{E}_{x \sim p_{data}}[\log(D(x))] - \frac{1}{2} \mathbb{E}_{z \sim p_z(z)}[\log(1 - D(G(z)))].
\] (6)

This formulation is the cross-entropy cost that is minimized during the training process, which is also the same cost function that was used to train our proposed Network for identifying vegetation. A similar cost function is used for the generator network, which is defined as:

\[
J^G(D, G) = -\frac{1}{2} \mathbb{E}_{z \sim p_z(z)}[\log(D(G(z)))].
\] (7)
This is also a cross-entropy cost function which is minimized during the training process. In the formulation for the cost function of the generator network is where we see the main contribution of the modification to the original GAN formulation. Instead of minimizing the log of the probability that the Discriminator is correct, the cost function now has the generator maximizing the log of the probability that the discriminator is incorrect [12]. The motivation for this modification is that maximizing \( \log(D(G(z))) \) produces stronger gradients results in faster learning at the beginning of the training process [12].

Although Goodfellow described a new strategy for training GANs which produced better results, other authors have noted that the sigmoid cross entropy cost function suffers from the vanishing gradients phenomenon[27]. The vanishing gradient problem is a common problem when training deep learning models, and several remedies to this have been proposed such as various cost functions and network activation functions [24, 11]. One of the proposed implementations to help alleviate this issue is to use a Least Squares cost function instead of a cross entropy function [27]. The formulations for the Least Squares cost functions for the Discriminator and Generator are

\[
J^{D}(D, G) = \frac{1}{2} \mathbb{E}_{x \sim p_{data}}[(D(x) - 1)^2] + \frac{1}{2} \mathbb{E}_{z \sim p_{z}(z)}[(D(G(z)))^2],
\]

\[
J^{G}(D, G) = \mathbb{E}_{z \sim p_{z}(z)}[(D(G(z)) - 1)^2].
\]

Many other cost function implementations have been shown to improve upon the variation proposed by Goodfellow, such as using a Wasserstein distance cost function [29], but we focus on the Least Squares cost function since it is the cost function that was used in the Networks that produced the results shown in this paper.

Papers describing variations on the original formulation have become prominent in the field of deep learning and are showing results where the generative models are able to produce seemingly indistinguishable data between the data produced by the generator and data sampled from the domain of a given data set [11, 12, 31, 47, 28]. A famous example of realistic
data produced by a GAN comes from a variation on the original GAN called StyleGAN, where the authors were able to train a GAN to produce realistic human faces [31]. An example of this can be seen in Figure 18.

![Figure 18: Examples of realistic human faces generated by StyleGAN [31].](image)

GANs have started to be used in the area of medical imaging research [28, 47]. The work proposed in this paper for improving ultrasound imaging requires an unsupervised learning technique, as there is no ground truth data from mapping the images acquired from a low frequency transducer domain to images acquired from a higher frequency image domain. The use of GANs is an ideal candidate to accomplish this task.

### 4.2 CycleGAN

In 2017, Zhu et al. published a paper detailing an unpaired image to image translation methodology that utilizes two sets of GANs to map an image from one domain to another domain [49]. Examples given in this work include translating paintings by Claude Monet to realistic photographs of the same landscape, translating images of horses to zebras, and
apples to oranges. In recent works in translating medical images from one domain to another, the use of the CycleGAN methodology has shown promising results. Examples include a GAN called HarmonicGAN developed by Zhang et. al. [28] and a structurally constrained CycleGAN developed by Yang et. al. [47]. Zhang et. al. built a methodology based on CycleGAN that was able to translate medical images acquired from a FLAIR MRI and were able to translate it to the T1 MRI image domain and. Yang et. al. developed a CycleGAN with an added a loss function to their system that would help the translation of images from CT to MRI maintain structural consistency during the image to image translation process [28, 47].

The ability to give the appearance of one image to another image without needing to have a ground truth image, which would be needed in all supervised learning tasks, is appealing to the task of improving medical images using two sets of images taken from different equipment, since it is difficult to register the images to recreate a perfect one to one match between images in the different sets. This framework gives researchers the ability to acquire images without needing to worry about the difficulties of harmonized precision of the location of anatomical inquiry when acquiring medical images for these types of tasks. These recent works, paired with our ability to acquire images from two different transducers in which we don’t have a perfect match, motivate the use of a CycleGAN for our research problem.

The CycleGAN framework we use relies on two sets of GANs to create an image to image translation from an image in the low frequency transducer domain to the image domain of the high frequency transducer, see Figure 22 for examples of images from both domains. As described in the previous section, both sets of GANs have both a discriminator and a generator network. Let \( l \) be an image from \( L \) and \( h \) be an image from \( H \), where \( L \) denotes the low frequency image domain, and \( H \) denotes the high frequency image domain. Let \( G_{LH} \) denote a Generator Network that maps images from \( L \) to \( H \). Let \( D_H \) denote the discriminator network that takes in an image as an input and maps the image to a probability that the image came from \( H \). Let \( G_{HL} \) denote the Generator Network that maps images from \( H \) to \( L \). Let
Figure 19: Image to image translation examples from CycleGAN [49].

Figure 20: Qualitative comparison of image to image translation of the CycleGAN and Harmonic GAN for translating images acquired from a FLAIR MRI, labeled source, to a T1 MRI image domain, labeled target [28].

$D_L$ denote the discriminator network that takes an image as an input and maps the image to a probability that the image came from $L$. As described in the work from Zhu et al. for the networks $G_{LH}$ and $G_{HL}$ to learn the respective mappings of $L \rightarrow H$ and $H \rightarrow L$, three loss functions are used, adversarial loss functions which are Least Squares loss functions, the
cycle consistency loss function and identity loss function. The cycle consistency loss function is a major contribution of Zhu et al [49]. The adversarial loss functions are defined as:

\[
\mathcal{L}_{GAN}(G_{HL}, D_L, L, H) = \mathbb{E}_{l \sim \text{pdata}(l)}[D_L(l)^2] + \mathbb{E}_{h \sim \text{pdata}(h)}[(D_L(G_{HL}(h)) - 1)^2], \tag{10}
\]

\[
\mathcal{L}_{GAN}(G_{LH}, D_H, L, H) = \mathbb{E}_{h \sim \text{pdata}(h)}[D_H(h)^2] + \mathbb{E}_{l \sim \text{pdata}(l)}[(D_H(G_{LH}(l)) - 1)^2]. \tag{11}
\]

The cycle consistency loss is defined as:

\[
\mathcal{L}_{cyc}(G_{HL}, D_L, L, H) = \mathbb{E}_{l \sim \text{pdata}(l)}[\|l^* - l\|_1] + \mathbb{E}_{h \sim \text{pdata}(h)}[\|h^* - h\|_1], \tag{12}
\]

where \(l^* = G_{HL}(G_{LH}(l))\), and \(h^* = G_{LH}(G_{HL}(h))\). The core idea behind cycle consistency loss is as follows: An image \(l \in L\) when passed through \(G_{LH}\) will be mapped to \(H\). The image \(G_{LH}(l)\) is then passed through \(G_{HL}\) which is mapped back into \(L\). The resulting image \(l^*\) should give back the same image \(l\) thus helping ensure a consistency between the networks when images are cycled through both networks [49]. The cycle consistency is performed for both domains \(L\) and \(H\) and the \(L^1\) distance between the starting image and the result of passing the image through both Generator networks which maps back into the original domain, is measured and minimized in the optimization process. When minimizing the total loss we multiply an importance coefficient \(\lambda_{cyc}\), which gives more weight to the loss incurred by \(\mathcal{L}_{cyc}\) if the images \(l\) and \(l^*\), and \(h\) and \(h^*\) are not similar to each other [49]. For the training of the networks that produced the results in this paper we used \(\mathcal{L}_{cyc} = 10\).

The last loss function that is used is called the Identity loss. Its purpose is to regularize the generators when the sampled images from the generators range are passed in as inputs [49]. The goal is to have the generator output the same image that was the input i.e.
When training the networks we multiply the Identity loss by an importance factor $\lambda_{identity}$. For the training of the the networks that produced the results in this paper we used $\lambda_{identity} = 10$. The identity loss function is defined as:

$$L_{identity}(G_{LH}, G_{HL}, L, H) = E_{l \sim p_{data}(l)}[\|G_{HL}(l) - l\|_1] + E_{h \sim p_{data}(h)}[\|G_{LH}(h) - h\|_1].$$  \(13\)

Adding the loss functions described above gives the overall loss function that the CycleGAN is minimizing.

$$\mathcal{L}(G_{LH}, G_{HL}, D_L, D_H, L, H) = \mathcal{L}_{GAN}(G_{HL}, D_L, L, H),$$
$$+ \mathcal{L}_{GAN}(G_{LH}, D_H, L, H),$$
$$+ \lambda_{cyc} \mathcal{L}_{cyc}(G_{HL}, D_L, L, H),$$
$$+ \lambda_{identity} \mathcal{L}_{identity}(G_{LH}, G_{HL}, L, H).$$  \(14\)

### 4.3 Ultrasound data description

The data used to produce the results shown in this paper, was acquired from 15 volunteers. Ultrasound scans were performed on both cephalic veins of the volunteers the left and right arms. The scans framed the cephalic vein on both arms in the transverse plane and video clips were taken from moving the ultrasound transducer from superior to inferior. Two types of transducers were used to acquire the scans. A lower frequency transducer, the 9L-D probe, and a higher frequency transducer, the SP10-16-D probe. The scans were performed and recorded on a GE VOLUSON E8 ultrasound system. Each scan that was performed lasted approximately 5 seconds. Converting the videos to frames resulted in approximately 15 thousand images from both the lower frequency transducer, and the higher frequency transducer. In Figure 22, we selected 3 images from both domains that were representative of the characteristics in both domains $L$ and $H$. When using the data to train our CycleGAN
Figure 21: (a) The entire CycleGAN architecture where an image from the low frequency transducer domain, \( l \in L \), is used to train \( D_L \) and is also mapped to \( H \) by \( G_{LH} \), and an image from the high frequency transducer domain, \( h \in H \), is used to train \( D_H \) and is also mapped to \( H \) by \( G_{HL} \). (b) The cycle when starting with a sample \( h \in H \). \( h \) is mapped to \( l \) by the generator network \( G_{HL} \) and the estimated image \( G_{HL}(h) = \hat{l} \) is produced. \( \hat{l} \) is then passed into the discriminator network \( D_L \) and the probability \( D_L(\hat{l}) \) is measured. \( \hat{l} \) is then passed into the generator network \( G_{HL} \) and mapped back to \( H \) and the estimated image \( G_{HL}(\hat{l}) = \hat{h} \) is produced and the cycle-consistency loss is measured between \( h \) and \( \hat{h} \). (c) The cycle when starting with a sample \( l \in L \). \( l \) is mapped to \( H \) by the generator network \( G_{LH} \) and the estimated image \( G_{LH}(l) = \hat{h} \) is produced. \( \hat{h} \) is then passed into the discriminator network \( D_H \) and the probability \( D_H(\hat{h}) \) is measured. \( \hat{h} \) is then passed into the generator network \( G_{HL} \) and mapped back to \( L \) and the estimated image \( G_{HL}(\hat{h}) = \hat{l} \) is produced and the cycle-consistency loss is measured between \( l \) and \( \hat{l} \).

framework, we chose to select random crops of the images and created a local estimation filter approach that is described later, to map images from \( L \) to \( H \). In training, when selecting random crops from \( H \), we restricted the area of where we could crop to the top half of an image \( h \in H \). The images from both domains are not of the same dimensionality, and resizing the images would result in one of the image domains not being able to maintain its original aspect ratio. This property of the image data sets motivated us to use crops to
create the local estimation filter approach.

![Comparison of 3 Images between the Low Frequency Transducer (Left) and High Frequency Transducer (Right) domains.](image)

**Figure 22: Comparison of 3 Images between the Low Frequency Transducer (Left) and High Frequency Transducer (Right) domains.**

### 4.3.1 Characteristics of the Low Frequency Ultrasound Data

On the left column of Figure 22, there are 3 sample images from $L$. In these images we see the same type of noise pattern that exists in the 3 sample images. It is harder to distinguish the structures that are in the sample images from $L$, than it is to distinguish them in the
sample images from $H$, which is to say that there is a significant difference in the image contrast between the two domains. When looking further in depth in the sample images from $L$, we see that there exists more structural information that is present in the images than we do when comparing to the sample images from $H$.

### 4.3.2 Characteristics of the High Frequency Ultrasound Data

On the right column of Figure 22, there are 3 sample images from $H$. In these images we notice that there is less noise that exists in the images when compared to the sample images from $L$. There is better image contrast that exists in the sample images from $H$ than the sample images from $L$. Further in depth there exist areas where there is less structural information, due to the properties of the attenuation for high frequency transducer signals. This aspect of the images from $H$ led to our decision to take random crops from the top half of the images, when sampling from $H$, to increase the probability that structural information will exist in the random crop.

### 4.4 Training

As noted previously, the images from and $L$ and $H$ do not have the same dimensionality between the two domains. To mitigate this issue we implemented a local estimation filter approach where we randomly crop the sampled images, where the random crops have the same dimensionality. Since we are choosing to crop the image instead of rescaling both images, which would have to affect one of the image domains aspect ratio, we are able to preserve the structures that are present in each of the images. The random crops that are taken from the image samples $l$ and $h$, are used to train the networks $D_L$, $D_H$, $G_{LH}$, and $G_{HL}$. We develop a filter approach where the final image to image translation of $L$ to $H$ is done after the training process by scanning the filter across the image and employ an averaging where there is overlap.

In preliminary results, it was found that when randomly cropping over the entirety of
images from $H$ many areas that are further in depth have a majority of black pixels which can be seen in the right hand side of Figure 22. This caused the mapping from $L$ to $H$ with the network $G_{LH}$ to produce dark images. For a better local estimation of features that exist in the entire image, specifically for images in $L$, we chose to only allow the croppings from $H$ to be in the top half of the image where it is more likely that information other than black pixels would be contained. In the images in $L$, this problem is not as persistent because lower frequency transducers are able to gain information that is deeper in depth than images acquired from a high frequency transducer, therefore we allowed the croppings from $L$ to be anywhere in the image. The croppings used were of dimensions of 128 pixels in depth by 256 pixels in width.

After cropping two images from both $L$ and $H$, the images were passed into the cycle-GAN process which was described in the previous section. Upon each pass through the network, the networks were updated using the ADAM optimizer described earlier with the same parameters to optimize the networks. The networks were trained for 50 epochs while saving the network parameters at each epoch.

During the training process, a history of the last 50 generated images produced by $G_{LH}$ and $G_{HL}$ are stored inside a history buffer and are used as inputs into $D_H$ and $D_L$ respectively.
for minimizing $\mathbb{E}_{h \sim \text{pdata}(h)}[D_H(h)^2]$ when $h = G_{LH}(l)$ and $\mathbb{E}_{l \sim \text{pdata}(l)}[D_L(l)^2]$ when $l = G_{HL}(h)$ [39, 49]. A random image from the history buffer is used to feed into the loss functions during the training process. This gives the Discriminators images that are from past iterations of the generators rather than consistently giving the Discriminators images produced by the current state of the Generators. This was proposed by Shrivastava et. al. to reduce model oscillation.

In practice, the common way of training the networks in the CycleGAN architecture is not obvious with the loss functions listed above. Often the Loss functions are split into two sections when training the CycleGAN, a section for Training the generator networks, and the other section is dedicated to training the discriminator networks [11, 12]. We provide an algorithm that is a common way of training a CycleGAN, and was used to produce the results shown in this paper.
Algorithm 1: CycleGAN Training Algorithm

Result: $G_{LH}, G_{HL}, D_L, D_H$

initialization;
set numEpochs;
set numItersPerEpoch;
set $\lambda_{cyc}$;
set $\lambda_{identity}$;
epoch = 0;

while epoch < numEpochs do
    iter = 0;
    while iter < numItersPerEpoch do
        $l = \text{Sample From } L \text{ without replacement and perform random crop};$
        $h = \text{Sample From } H \text{ without replacement and perform random crop};$
        $l_{identity} = G_{HL}(l);$ 
        $h_{identity} = G_{LH}(h);$ 
        $\hat{l} = G_{LH}(l);$ 
        $\hat{h} = G_{HL}(h);$ 
        Add $\hat{l}$ and $\hat{h}$ to the replay buffers Buffer($L$) and Buffer($H$);
        $l^* = G_{HL}(\hat{h});$
        $h^* = G_{LH}(\hat{l});$
        # Train the generator networks
        $L_{identity} = \|l_{identity} - l\|_1 + \|h_{identity} - h\|_1;$
        $L_{GAN} = (D_L(\hat{l}) - 1)^2 + (D_H(\hat{h}) - 1)^2;$
        $L_{cyc} = \|l^* - l\|_1 + \|h^* - h\|_1;$
        $L_{total} = L_{identity} + L_{GAN} + \lambda_{cyc}L_{cyc};$
        Update the parameters of $G_{LH}$ and $G_{HL}$ by a gradient descent method to minimize $L_{total};$
        # Train the discriminator networks
        $\hat{l} = \text{sample from Buffer}(L);$ 
        $L_{DL} = \frac{(D_L(l) - 1)^2 + D_L(\hat{l})^2}{2};$
        Update the parameters of $D_L$ by a gradient descent method to minimize $L_{DL};$
        $\hat{h} = \text{sample from Buffer}(H);$ 
        $L_{DH} = \frac{(D_H(h) - 1)^2 + D_H(\hat{h})^2}{2};$
        Update the parameters of $D_H$ by a gradient descent method to minimize $L_{DH};$
        iter += 1;
    end
    epoch += 1;
end
4.5 Local Estimation Filter

In this work we propose a local estimation filtering process that is applied to the entire image. This is done since the network is trained on random crops of the training images from both $L$ and $H$, and the goal is to ultimately map an entire image from $L$ to $H$. The proposed local estimation filtering process is to partition the entire image into overlapping crops that span the entire image $l \in L$. Each of these crops are then passed into $G_{LH}$, and the resulting cropped images are stored in memory as well as where each of the pixels in the cropped images are located on the original image $l$. When all the partitioned crops are passed through $G_{LH}$ a reconstruction of the original image is done by averaging all computed pixel values corresponding to each location on the original image. The result of this pixel-averaging process is presented as our approximation of the translated high frequency image. A more detailed description of this algorithm is described below, and provide images describing the Filter Process algorithm which can be seen in Figures 25, 26, 27, and 28.

Let $D$ and $W$ be the depth and width, respectively, of the image $l$ from $L$. Let $c$ denote the current cropped image. Let $c_d$ and $c_w$ be the crop depth and crop width of the image from $L$ respectively, in this work we use a crop depth of 128 pixels and a crop width of 256 pixels. Let $i$ denote a pixel at depth $i$ in image $l$ and let $j$ denote a pixel at width $j$ in image $l$. Next, we create 3 separate matrices. A matrix of dimensions $D$ and $W$ used for counting the number times a pixel at $(i,j)$ was contained in a crop, which we will denote as Count. Another matrix of dimensions $D$ and $W$ used for adding the output pixel intensity of $G_{LH}(c)$ at $(i,j)$ for all $c$, which we will denote as Intensity. The third matrix is of dimensions $c_d$ and $c_w$ which is a matrix of all ones, which we will denote as Ones. Let row and col denote the current row and column that the top left of the $c$ is located on $l$. Let $m$ be the number of pixels to slide the next crop along the width axis of the image, and let $n$ be the number of pixels to slide the next crop along the depth axis of the image. In algorithm 2, the convention $l(i : j, l : k)$ is used to denote where the image, in this case image $l$, is being cropped. $i$ denotes the row of the top of the crop, $j$ denotes the the row of the bottom of
the crop, \( l \) denotes the left column of the crop, and \( k \) denotes the right column of the crop on the image being cropped.

**Algorithm 2: Filter Process**

Result: Write here the result

\[
\text{row} = 1;
\]

\[\textbf{while} \ \text{row} < D - c_d \ \textbf{do} \]

\[\text{# Section 1}\]

\[\text{col} = 1;\]

\[\textbf{while} \ \text{col} < W - c_w \ \textbf{do} \]

\[c = l(\text{row:row}+c_d, \text{col:col}+c_w);\]

\[\text{Intensity}(\text{row:row}+c_d, \text{col:col}+c_w) += G_{LH}(c);\]

\[\text{Count}(\text{row:row}+c_d, \text{col:col}+c_w) += \text{Ones};\]

\[\text{col} += m\]

\[\textbf{end}\]

\[\text{# Section 2}\]

\[c = l(\text{row:row}+c_d, W - c_w:W);\]

\[\text{Intensity}(\text{row:row}+c_d, W - c_w:W) += G_{LH}(c);\]

\[\text{Count}(\text{row:row}+c_d, W - c_w:W) += \text{Ones};\]

\[\text{row} += n\]

\[\textbf{end}\]

\[\text{# Section 3}\]

\[\text{col} = 1;\]

\[\text{row} = D - c_d;\]

\[\textbf{while} \ \text{col} < W - c_w \ \textbf{do} \]

\[c = l(\text{row:D}, \text{col:col}+c_w);\]

\[\text{Intensity}(\text{row:D}, \text{col:col}+c_w) += G_{LH}(c);\]

\[\text{Count}(\text{row:D}, \text{col:col}+c_w) += \text{Ones};\]

\[\text{col} += m\]

\[\textbf{end}\]

\[\text{# Section 4}\]

\[c = l(\text{row:D}, W - c_w:W);\]

\[\text{Intensity}(\text{row:D}, W - c_w:W) += G_{LH}(c);\]

\[\text{Count}(\text{row:D}, W - c_w:W) += \text{Ones};\]

\[\text{row} += n;\]

\[\text{FinalImage} = \text{Intensity} / \text{Count};\]
4.6 Results

After the entire training process was over, we then passed a set of test images through the filter process for each of the saved network parameters. This was done since the results of this work are evaluated qualitatively rather than quantitatively. The typical approach using the network parameters that are at the minimum of the validation losses of all the epochs might not be the best network parameters to use. We show results that we considered to be the best qualitative results from all the epochs and discuss the shortcomings of the current approach. More examples of the results can be found in Appendix B where the input image $l$, located on the left hand side, is passed through the trained $G_{LH}$ generator network and the output of the network that maps $l$ to $H$ can been seen on the right.

Overall the local estimation filter is able to smooth out noise that is present in $L$, and gives the appearance that the image was from $H$. The contrast in the resulting image is
Figure 26:  (c) The visualization of the start of section 2, where a crop needs to be taken on the right edge of the image. This done to ensure that the filter is applied to the pixels on the right edge of the crop since it is possible to set \( m \), the number of pixels to move the crop along the width axis, to be an integer such that \( W - c_w \mod m \neq 0 \). This case would result in some pixels towards the right edge of the image to not have the filter applied to it if section 2 were not implemented.  (d) The visualization of the end of section 2 in the filtering process. A new crop, which is depicted by the solid red rectangle, taken \( n \) pixels to the below of the original crop, depicted as the red rectangle that has dashed lines. The process depicted in (a), (b), (c), and (d) is repeated until \( row \geq D - c_d \).

improved which gives more definition to the structures that are in the image. There are still shortcomings to this current results that would need to be improved upon before it were to be considered acceptable for use. In the resulting images, the local estimation filter will delete information from the original image from \( L \) that the filter is being applied to. This occurs when pixels from the original image don’t have a high intensity, such as in the areas where an orifice is present. There are artifacts that are produced in the resulting images after the local estimation filter is applied. One artifact that is always present are dim vertical lines on the left and right sides of the image. Bright speckle artifacts will sometimes occur in the images as well. The most concerning shortcoming is that there are times when the filter will give the appearance of an orifice present when in fact there is no orifice present but is instead tissue.
Figure 27: (e) The visualization of the start of section 3, where a crop needs to be taken on the bottom edge of the image. This done to ensure that the filter is applied to the pixels on the bottom edge of the crop since it is possible to set $n$, the number of pixels to move the crop along the width axis, to be an integer such that $D - c_d \mod n \neq 0$. This case would result in some pixels towards the bottom edge of the image similar to the reasoning given in for including section 2. (f) The visualization of section 4 in the filtering process. Section 4 ensures that the last crop taken includes the pixels in the bottom right corner of the sample image $l$.

An implementation of this work can be found at https://github.com/hadam1993/Ultrasound/blob/master/CycleGANUltrasoundExperiment.ipynb.
Figure 28: An example of the local estimation filter $G_{LH}$ being applied to the sample image $l$ at a location of $(i, j)$ at an arbitrary location in the filtering process. The resulting crops pixel values are applied to the Intensity matrix at the correct indices that correspond to the pixels of $l$ that were included in the crop $c$.

5 Conclusion

From both the applications presented and the results of the proposed variant U-Net neural network display promising results to applications that are not similar to one another, showing that this type of network is a useful tool for a wide range of tasks involving images. Another contribution from this work is that we were able to show that what would have been a time
Figure 29: A comparison between the original image from \( L \) on the left, and the resulting image from the local estimation filter applied to the image on the right. In the resulting image with the local estimation filter, the filter was able to smooth out the noise that is present in the image from \( L \) and create a more clear image with better contrast than what the low frequency transducer was able to produce. The resulting image does not preserve all of the information at the bottom of the image as wanted. It also has a few speckle artifacts that exist in the top left orifice.

A consuming task of annotating our large data set of Google Street View images could be automated by making use of our green vegetation filter. This automated data annotation of green vegetation of images could be used to train a neural network that extended our ability to be able to classify any color of vegetation by exploiting the fact that our large data set contained a majority green vegetation and that our green vegetation filter was able to effectively locate most green vegetation present in an image. This was done by converting our image data set to gray scale and pairing them with the labeled image of where green vegetation pixels were present, which forced the network to learn spatial characteristics of vegetation within an image rather than using color information. The last contribution was that the same variant U-Net neural network could be used as a local estimation filter to give ultrasound images acquired from a low frequency transducer the appearance that it was acquired from a high frequency transducer. We showed that using random crops from both image domains could be used to train our network to map image crops from one image domain.
Figure 30: A comparison between the original image from $L$ on the left, and the resulting image from the local estimation filter applied to the image on the right with areas of the image labeled that are shortcomings of the current Approach. In 1 and 2, on the original image from $L$ we see that there exists information inside the red boxes. In the resulting image on the right, the information has been deleted by the local estimation filter. In the box on the right labeled 3, there are vertical line artifacts that are produced by the local estimation filtering process.

to the other to learn local estimations of the image domains. This trained network could then be used by taking crops that partition of an image from the low frequency transducer domain, and average the resulting pixel locations from the output of the trained network to produce an ultrasound image that has the appearance that it was acquired from a high frequency transducer.
References


Appendices

A  Results of Vegetation Classification by Our Proposed Network
B Results of Ultrasound Image to Image Translation by Our Proposed Network