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ABSTRACT 

 

IMPROVEMENTS OF RENEWABLE ENERGY: CAVITATION TREATMENT AND 

OPTIMIZATION OF HYBRID SYSTEM FOR REMOTE AREAS 

 

by 

Mohammad D. Qandil 

 

The University of Wisconsin-Milwaukee, 2021 

Under the Supervision of Professor Ryoichi S. Amano 

 

The optimization of turbines hydrofoils is to improve the efficiency and lifetime of the 

hydro turbines. Air treatment is one of the methods to reduce the cavitation effect and improve 

hydro turbines performance. It is necessary to utilize Computational Fluid Dynamics (CFD) 

analysis and to generate cavitation at different Angle of Attack (AoA) for the hydrofoil and test a 

variety of designs of air injection slots through the hydrofoil to optimize the best design. 

StarCCM+ software is used for CFD simulations. The hydrofoil is tested in a square water tunnel 

with water entering the tunnel at different velocities for each AoA ranges from 9.1 m/s to 12.2 m/s. 

While the cavitation can be identified by a unique number (Averaged Vapor Volume Fraction), 

the work done created an inverse correlation between this number and the cavitation number at the 

same AoA. The validation and comparison were accomplished through three steps: visual 

validation, CFD simulation results, and image processing. The VVF scenes and high-speed camera 

images were compared and validated, visually, the cavitation behavior and pattern. The image 

processing confirmed the percentages of the cavitation area, numerically and experimentally, with 

almost matching values. 
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The cavitation behavior was observed first without aeration, then followed by air injection 

simulations to investigate the effect of aeration. The air was introduced at 101.3 kPa (0 psig) at 

AoA of 0, 6, 9, and 12 degrees. The Vapor Volume Fraction (VVF) and the output mechanical 

power were monitored throughout the simulations. The data acquired from the simulations were 

compared for both 6 and 3 air slots over the hydrofoil. It was observed that the cavitation was 

mitigated in the computer simulations reaching up to 97.9% as an average reduction for the 6 air 

slots, while the 3 air slots case was reduced by 93%. 

Using fossil fuels as the primary way to generate electricity causes a significant effect on 

the environment. In 2019 more than 64% of the electricity in the United States of America was 

generated using fossil fuel resources, while renewable energy (RE) resources contributed to only 

17% of the U.S. electricity generation for the same year. Due to the complex terrain distribution 

of many states in the U.S., a massive opportunity of utilizing RE resources in rural and remote 

areas can reduce the cost of electrical grid installation for such areas. In this study, a typical 

residential building with an average energy utilization of 30.25 kWh/day with a demand peak of 

5.34 kW was considered a case study in each state to optimize a hybrid RE system and find the 

best alternative electrical grid system. This study presents the best configuration between Solar 

and Wind energy with different types of energy storage. It was discovered that the photovoltaic 

(PV) solar panels - diesel generator with battery best services in all states. The daily radiation and 

diesel prices substantially affect the Levelized Cost of Energy (COE) values in each state. 

A remote residential building, commercial building, and industrial facility having different 

load profiles were considered as the case studies’ loads. The load profile for each case was found 

to have a substantial effect on how the system’s power produced a scheme. For the residential 

building, PV panels contributed more than 75% of the total power production for some cases, the 
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contribution reduced for the commercial building case study to 65% and dropped for the industrial 

facility case to almost 35%. Different fuel source (natural gas) for the generator was considered in 

the third-round simulations. It was found that the natural gas generator which has a lower 

installation and running cost than the diesel generator, reduces the net present cost, the COE, PV 

size, and the number of batteries at all states. 
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Chapter 1: Introduction 

 Renewable Energy 

Due to the instability of the conventional energy prices (oil, coal, and natural gas), along with 

its increased environmental impacts caused by CO2 emissions polluting products; those traditional 

types of energy are losing interest in the field of energy research and development. On the other 

hand, the world is investing more and more in RE, especially in remote areas where electricity is 

hard to find. Major conventional resources for powering remote areas are either fossil fuel 

generators or electricity from a nearby grid. Both methods have considerably expensive running 

costs and varying implementation costs depending on the location. 

Currently, RE plays a significant role in new power generation worldwide. Hydropower, 

wind, biomass, and PV are the leading RE streams with 99% of total renewable sources. These 

streams add up to hundreds of gigawatts in global energy generation. Further, these mitigate tons 

of greenhouse gas emissions [1][2]. 

As of  2018, renewable energies in their various forms accounted for an estimated 18.1% of 

the total final energy consumption worldwide. More electricity generated from RE each year, 

Figure 1 shows the estimated RE share of global electricity production at the end of 2019, 

hydropower still accounted for 60% from the renewable electricity production as the highest share 

among the other RE sources, followed by wind power (21%), solar PV (9%) and bio-bower (8%) 

[3]. 

By comparing with other renewables, hydropower is the largest contributor as shown in 

Figure 2 with a power capacity of 1,132 GW as of 2018 [3]. Although the growth rate of 

hydropower is not as high as wind and solar sources, however, hydropower is sharing almost 40% 

of the total RE sources in the world. 
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Figure 1: Estimated RE share of global electricity production, end-2019 [3] 

 

Figure 2: RE capacity and growth rate in the last decade [3] 
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1.1.1 Photovoltaic Technology 

For billions of years, the sun has produced energy and is the ultimate source for all of the 

energy sources and fuels that we are using today, over time, humanity developed many 

technologies to get the benefit of solar energy. One method is to use solar thermal energy systems 

to heat places or generate electricity, another method is converting the sunlight into electricity 

using solar PV systems [4]. 

The discovery of photovoltaism is commonly ascribed to Becquerel (1839), who observed 

that photocurrents were produced on illuminating platinum electrodes, coated with silver chloride 

or silver bromide, and immersed in aqueous solution. The observation by Smith (1873) of 

photoconductivity in solid selenium led to the discovery of the PV effect in a purely solid-state 

device by Adams and Day (1877). The first practical PV device, a light meter consisting of a thin-

layered 1.4 potentials of selenium sandwiched between an iron base plate and a semi-transparent 

gold top layer made by Fritts (1883), was promoted by the German industrialist Werner von 

Siemens [5]. 

Photovoltaic is a method of generating electrical power, it works by converting solar radiation 

into direct current (DC) electricity using semiconductors that exhibit the PV effect. PV power 

generation employs solar panels composed of several solar cells containing a PV material. 

Materials presently used for PVs include monocrystalline silicon, polycrystalline silicon, 

amorphous silicon, cadmium telluride, and copper indium gallium selenide/sulfide. Due to the 

growing demand for RE sources, the manufacturing of solar cells and PV arrays has advanced 

considerably in recent years [6]. 

Solar PV technology is growing rapidly, although from a small base to a total global capacity 

of 512 GW at the end of 2018, all solar PV power plants together produce only 2.2% of the world’s 
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electricity output. By 2018 the worldwide PV capacity is projected to increase considerably from 

a low scenario of 320 GW to a high scenario of 430 GW within five years [7]. Installations may 

be ground-mounted or building-integrated, and PV systems are either grid-connected or stand-

alone. 

1.1.2 Wind Energy 

The sun is heating the earth’s surface by an uneven amount, which causes wind. The heating 

absorption rate for the earth’s surface is different for the land and the water. The daily wind cycle 

is one of the examples of uneven heating. During the day the air above the land heats up faster 

than the air over the water (see Figure 3). Warm air over the land expands and rises, and heavier, 

cooler air rushes in to take its place, creating wind. At night, the winds are reversed because the 

air cools more rapidly over land than it does over water [8]. 

In the same way, the atmospheric winds that circle the earth are created because the land near 

the earth's equator is hotter than the land near the North Pole and the South Pole. 

 

Figure 3: The daily wind cycle [8] 
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Today, wind energy is mainly used to generate electricity. Water-pumping windmills were 

once used throughout the U. S. and some still operate on farms and ranches, mainly to supply water 

for livestock [9]. 

1.1.3 Hydropower 

Hydropower is the energy generated via the forces in flowing water such as in rivers, streams, 

and dams as well as tidal waves in oceans. It is considered one of the oldest sources of energy used 

to produce mechanical and electrical energy and was used to grind grains using paddle wheels. 

The amount of the available energy is dependent on the elevation difference in addition to the 

volume of water flowing. The energy is extracted using a turbine connected to an electrical 

generator that transforms the rotational energy into electricity [10][11]. 

Hydro turbines are classified into two main categories depending on the action of water on 

the blades: reaction and impulse. In the reaction turbines, such as Francis and Kaplan (propeller), 

a pressure casing encompasses the blades which are fully immersed in water and the blades are 

angled to lift forces through the pressure differences. The runner in the impulse turbines, such as 

Pelton, operates in air and the rotational movement is created by one or more jets of water 

impinging on the blades. Reaction turbines are most common in low to medium-head applications 

whereas impulse turbines are used in high-head applications [12]. 

1.1.4 Renewable energy in the U.S. 

In the U.S., several RE sources are used to generate power such as hydro, wind, and solar. 

Figure 4 shows the share percentage of each type of these sources in the production energy in 2019 

based on the U.S. Energy Information Administration (EIA) report [13]. Currently, RE supplies 

11.5% of U.S. electricity production. In 2019 wind become the third-largest source of U.S. 

generation capacity and the largest RE source with 44% of RE generation capacity. 
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With about 2,400 dams utilized for hydropower, it represents 40% of RE generating capacity. 

Solar energy comes in third place with 10% of the total RE generating capacity. Biomass fuels 

generate about 4% of the RE in the U.S. and 2% for geothermal power [13]. 

 

Figure 4: RE share of U.S. electricity production, end-2019 [13] 

It can be inferred from Figure 5 that hydroelectric power represents the highest contribution 

in generating electricity compared to other RE sources since the 1950s, although wind power 

started to have more contribution in the last two years [13]. 

The RE generation nearly doubled in the U.S. between 2008-2018 [12]. The United States is 

ranked second in the annual installed power generating capacity after China and followed by 

Brazil, India, and Germany as indicated in Figure 6 [4]. 
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Figure 5: RE generation in U.S. electricity generation, 1950-2019 [13] 

 

Figure 6: Percentage of annual RE production per country [4] 

 Hydrofoils 

The basic principle of a standard hydrofoil craft is to raise a ship’s hull from the water and 

support it dynamically on a wing-like foil lifting surface. The effect of lifting a ship’s hull from 

the water includes the reduction of wave effects on the ship resulting in a smoother ride as well as 

a decrease in power required to maintain modestly high cruising speeds as the hull no longer suffers 
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drag effects from the water. Historically when designing hydrofoil craft, engineers and marine 

architects have relied on empirical methods and data for the selection of hydrofoil sections 

followed by costly and time-consuming experimental testing of scale and full-sized models [14]. 

Currently, hydrodynamic data is widely available for a large range of standardized geometric 

shapes such as wedges, plates, and circular arc hydrofoils as well as conventional cambered airfoil 

shapes. Symmetrical hydrofoil shapes have traditionally played important roles as both lifting 

surfaces and non-lifting support struts and fairings as the requirements for such structures 

including drag profiles and strength requirements are very similar to lifting hydrofoils [15]. 

The principle of hydropower is the extraction of kinetic and potential energy from a flow to 

convert it into mechanical energy and then to electrical power by utilizing the head. The hydro 

turbine is not a very new concept, however increasing demand for RE, leads to expansion and 

further investigation of the technology. Hydrofoils are used in hydraulic fluid machines (i.e. water 

turbines, pumps). 

 Cavitation Phenomenon 

In a flow of liquid if the local pressure at a point falls below the vapor pressure of the fluid a 

phase change from liquid to vapor is likely to occur. This phase change from liquid to vapor due 

to this reduction in pressure is called cavitation. For this phenomenon to occur there is an additional 

requirement to a drop-in pressure, this requirement is the inclusion of points of weakness in the 

form of small gas or vapor inclusions operating as initiation sites for the breakdown of the liquid. 

These microbubbles within the fluid are termed cavitation nuclei and in the absence of such 

microbubbles, liquids can withstand negative absolute pressures in much the same way as solids. 

However, in any practical application, such weaknesses will occur in one of several forms. 

Although cavitation and boiling may seem similar since both represent a liquid to gas phase 
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change, however, the approach and the conditions of the phase transformation are different. 

Heating is the driving force of the phase change in a boiling phenomenon in which as the molecules 

are being superheated, they gain kinetic energy causing rupture of the liquid. Whereas, cavitation 

occurs due to a drop in the pressure at a roughly constant temperature breaking the tensile forces 

between the molecules and leading to liquid rupture. The difference between the two processes 

can be inferred from Figure 7. Boiling is represented by the constant pressure horizontal line, while 

cavitation is represented by the constant temperature vertical line. 

 

Figure 7: Phase change in the pressure-temperature diagram [16] 

A dimensionless number called “Cavitation Number” σ indicates the possibility of the 

cavitation occurrence by correlating the design condition of the hydrofoil as well as the design 

flow conditions [17]. The cavitation number is defined as per the equation below: 

𝜎 =
𝑝 − 𝑝𝑣

1
2  𝜌ʋ2 

 Eq. 1 

At high cavitation numbers, flow is mostly steady or near-steady, and tiny bubbles can be 

noticed traveling along with the flow. On the other hand, at low cavitation numbers, other 
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cavitation forms as sheet cavity and bubble cloud can be observed [18]. Cavitation has been 

associated with some adverse in turbomachinery applications including the most common 

problem: material damage. Due to the collapse of the bubbles nearby a solid surface, severe 

damage can occur to the runner, blades, impellers, and parts within the system. The collapse of the 

cavitation bubbles is a fierce process that creates localized large-amplitude shock waves and 

microjets in the fluid where the collapse occurs causing stresses on the adjacent solid surfaces [19]. 

Having the cavitation bubbles collapse repeatedly leads to fatigue failure, pitting, and eventually 

pieces of materials detachment. Figure 8 and Figure 9 represent examples of localized damage on 

a pump blade due to cavitation. 

 

Figure 8: Localized cavitation damage on a pump blade [19] 

 

Figure 9: Severe cavitation erosion as witnessed on a Francis turbine [20] 
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Additionally, cavitation generates noise and vibrations which affects the stability and system 

performance. The high pressures that are caused momentary when the bubbles are compressed and 

collapsed result in noise and vibrations. Moreover, vibrations can initiate cracks especially in low-

head turbine applications such as Kaplan turbines [19]. It occurs once the excitation frequency of 

the vortices coincides with one of the natural frequencies within the system leading to cracks in 

the turbomachinery components. 

Large-scale cavitation structures can be classified into three main types: vortex, sheet, and 

cloud cavitation. Vortex cavitation can be recognized by the cavitation formed in the vortex core 

where the pressure is smaller significantly than the other regions in the flow domain. Vortices 

usually form inflows with a high Reynolds number such as pump impellers and swirling flow in 

the draft tube of a hydro turbine. Tip vortex cavitation is a form of cavitation that occurs when 

bubbles are trapped in the core of the tip vortex which is the low-pressure region [21]. Further 

reduction of the cavitation number will induce filling the vortex core with vapor. An example of a 

tip vortex cavitation is shown in Figure 10. 

 

Figure 10: Severe cavitation erosion as witnessed on a Francis turbine [22] 
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Cloud cavitation is a periodic formation and collapse of multiple cavitation bubbles in the 

form of a cloud. It occurs due to the scattering of cavitating vortices and a result of a periodic 

disturbance imposed on the flow. The cloud cavitation can be observed in the interaction between 

the stator and rotor of pumps and hydro turbines as well as in ship propellers and the wake region. 

The collapse of the cloud cavitation is proved to cause more noise and a higher potential for 

damage than flows with no fluctuations [23]. Figure 11 shows a cloud cavitation formation on the 

suction side of a hydrofoil. 

 

Figure 11: Cavitation cloud as seen on the suction side of a hydrofoil [24] 

Sheet cavitation occurs when a region of separated flow is transformed into vapor and a 

“sheet” like zone is formed. It is observed as a vapor-filled separation zone or wake that is often 

called a fully developed or attached cavity. On a hydrofoil or a propeller blade, it is called sheet 

cavitation, whereas in pumps known as blade cavitation. An example of sheet cavitation is 

exhibited in Figure 12. 
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Figure 12: Sheet cavitation observed on the suction side of a hydrofoil [25] 

 Problem Statement 

The study will cover two main topics: 

1.4.1 Cavitation Treatment 

• Compare the performance characteristics of NACA 66-012 hydrofoil in cavitation 

flows with previous experimental performance data for the same hydrofoil type. 

• Evaluate the cavitation treatment for the conventional hydrofoil by utilizing CFD and 

by testing a three-dimensional (3D) printed model of the hydrofoil in a custom-built 

experimental setup. 

• Introduce the air over the hydrofoil as a cavitation treatment, and the work is 

conducted by numerical modeling investigation of cavitating flow over a NACA 66-

012 hydrofoil. 

• Optimize the best configuration for the air slot openings over the hydrofoil to have the 

best cavitation treatment for each AoA. 
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• The CFD setup is based on 3D transient turbulent featuring the Large Eddy Simulation 

(LES) model, and STAR-CCM+ is the CFD software. In addition, the high-

performance computing (HPC) cluster of the University of Wisconsin-Milwaukee is 

used for solving complex CFD simulations. 

1.4.2 Optimization for a hybrid renewable system 

The percentage of people who did not have access to electricity has been steadily decreasing 

over the last few decades worldwide. In 1990, around 29% of the world’s population had no access 

to electricity; this has decreased to 13% in 2018, which means 860 million people still do not have 

access to electricity [26]. The ‘access to electricity’ term is defined by the International Energy 

Agency (IEA) as more than just the delivery of electricity to the household. It also requires 

households to meet a specified minimum level of electricity, which is set based on whether the 

household is rural or urban, and which increases with time [26]. 

In 2018, about 45% of the world population is estimated to be living in rural areas [27]. 

Presently, about 60 million people in the united states live in rural areas. About 97 percent of the 

U.S landmass is rural with 20 percent of the population lives there [28]. In many cases, utility grid 

extension is impractical owing to dispersed population or rugged terrain, thus stand-alone power 

systems are likely to be the most viable options. Various combinations of RE sources (such as 

wind, solar PV, etc.) and diesel generators with/without rechargeable batteries are currently being 

researched (for electricity production) and are marketed as cost-effective in a long run. In this 

context, one of the options to provide electricity to remote locations is the utilization of solar 

energy (one of the potential markets for PV installations is in remote areas) either with\without 

wind turbines and diesel generators. And the study follows the below main points: 
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• Prepare complete hybrid renewable system design with all components (PV panels, 

wind turbines, inverters, batteries, diesel generator …etc.) for utilizing the sun and the 

wind in powering remote areas in the U.S. 

• Optimize the best configuration for each application case (residential, commercial, 

and industrial) for each state in the U.S., according to its application and load profile. 

• Perform an economical study with life-cycle costing, to highlight the aspects of using 

renewable power over other conventional types of energy. 

• Perform different scenarios for finding a suitable system type for each case. 
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Chapter 2: Literature Review 

In this chapter, a comprehensive review of previous studies on different aspects of cavitation 

treatment and utilizing the RE sources in powering remote areas is presented. 

 Cavitation in Hydraulic System 

The need for having a more efficient method to understand the unsteady cavitating flow has 

increased after many costly and time-consuming experimental tests on real ship propellers and 

pumps. Testing a stationary hydrofoil in a water tunnel was found to be a suitable solution to save 

time, cost, and simulate the real size and geometry of a turbomachine [29]–[35]. Many experiments 

were conducted for hydrofoils with two-dimensional nature and with different types of the 

National Advisory Committee for Aeronautics (NACA) airfoils. 

Further investigations have been done on 3D hydrofoils taking into consideration varying the 

AoA and capture most of the changes, and the non-uniform loading occurs over the hydrofoil [36]–

[39]. Keerman R. [40] is one of them in 1956 who experimented with symmetrical hydrofoil 

shapes. He found that those hydrofoils meet the general requirement for watercraft applications. 

Besides, a symmetric hydrofoil is easy to design with low cavitation numbers and high strength. 

Moreover, some researchers studied the ability to control the cavitation phenomena by using 

obstacles on the hydrofoil and change the direction of the cavitation progress [41]. 

As of now, many computational simulation software has been developed to help in solving 

the mathematical equations and capturing the cavitation progress in many cases. These simulations 

started with a two-dimensional (2D) geometry, and a 3D symmetric geometry along with 

simplified boundary conditions and that depends on the model used in the simulation like Unsteady 

Reynolds Averaged Navier-Stokes (URANS) or LES [42]–[49]. Huang et al. [50] validated the 

CFD work by doing a numerical estimation on NACA66 hydrofoil and showed how CFD could 
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provide close results to the experiment. However, these results showed some variations; these 

variations are normal experimental variations. 

Schroeder et al. [50] studied the effect of cavitation on NACA0015 hydrofoil using the Open 

Field Operation and Manipulation (OpenFOAM) toolkit, which is another toolkit used to study the 

unsteady turbulent cavitation effects. This study made on a multi-phase solver with a liquid-vapor 

mix using Reynolds Averaged Navier-Stokes (RANS)/LES turbulence model on NACA0015 

hydrofoil. The results obtained were found to be excellent, and similar to the experimental data 

concerning mean values, root means squared values and spectral contents for the same hydrofoil 

type NACA0015. Gosset et al. [51] reported simulation interphase change foam of cavitating flow 

on symmetrical section hydrofoil using the OpenFOAM. In their study, the investigators compared 

the results of the cavitating flow. The results showed that the interphase change foam gave better 

results than cavitating flow. Thus, what he attempted to prove is that OpenFOAM gives results 

with an order of magnitude to experimental results. 

Nedyalkov et al. [52] reported a study on three different hydrofoil sections NACA0015, 

NACA64-424, and NACA63-424 bi-directional. These investigators found that the NACA63-424 

bidirectional is more beneficial to be used for marine RE conversion than NACA64-424 

unidirectional by deriving the lift and drag coefficient and the cavitation number for each of the 

three hydrofoils. Tabatabaei et al. [52] studied the icing of wind turbine blades in cold weather by 

using the RANS model to simulate the aerodynamic characteristics for some samples. 

In many cases, it is hard to capture the effect of the walls if simplified symmetry conditions 

are used. Therefore, researchers tend to employ the full dimensions of the tunnel and the propellers 

in unsteady flow conditions to keep tracking most of the parameters included in the cavitation 

progress [10], [53]–[55]. 
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2.1.1 Cavitation Treatment 

Air introduction into a hydraulic system to mitigate the cavitation phenomenon is not a new 

technique. Although not commonly known, it is used to influence the cavitation behavior in an 

already cavitating flow by increasing the pressure in the system, thus reducing the potential of 

cavitation occurrence. Air injection can be introduced by the means of compressed air where the 

cavitation is anticipated to take place; low static pressure regions e.g.: suction side of a hydrofoil 

or leading edge of a hydro turbine.  

There are previous studies and research conducted to investigate the effect of air introduction. 

Ardent et al. [56] investigated the use of air injection to alleviate the erosion caused by cavitation 

in a study to improve hydropower generation in a utility provider. The experimental work was 

performed on a specially instrumented hydrofoil and a NACA 0015 cross-section in a water tunnel 

and tested flows up to 20 m/s velocities. The vibration and cavitation noise was measured using 

an American Society for Testing and Materials (ASTM) vibratory apparatus and hydrophone. The 

pitting rate was inferred by measuring the impulse pressure and air was injected at the leading edge 

of the hydrofoil. The air injection was found to be an effective technique in minimizing cavitation 

erosion. 

Zhi-Yong et al. [56] investigated the control of cavitation by aeration experimentally and 

theoretically at flow velocities 20-50 m/s. The pressure waveforms were measured with and 

without aeration and the variation of the compression ratios at different air concentrations was 

identified. The experimental results indicated that with aeration the pressure was increased 

significantly in the region where cavitation is anticipated. Additionally, the compression ratio 

increased with increasing air concentration. 
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Tomov et al. [57] studied the effect of aeration on a transparent horizontal venturi nozzle by 

injecting compressed air and capturing images using a high-speed camera. The study compared 

the experimental results of the aerated and non-aerated cavitation by image processing for three 

different regimes: sheet cavitation, cloud cavitation, and super-cavitation. The experimental study 

showed that the symmetrical cavitation structures were partially broken in the case of sheet 

cavitation and cloud cavitation, while were completely disappeared when the super-cavitation was 

achieved. 

Rivetti et al. [57] investigated the effect of air injection on the tip vortex cavitation in a Kaplan 

hydro turbine. The experiments were carried out using a 0.34 m diameter turbine located vertically 

between an upper and lower tank. Air was introduced through twenty 3-mm-diameter holes located 

on a horizontal plane above the runner centerline. The data gathered through accelerometers, 

hydrophones, and high-speed cameras were analyzed. Although the turbine efficiency was slightly 

reduced, however, air injection helped in alleviating the erosion caused by the tip vortex cavitation 

and reduced the vibration in the whole system [58]. Other studies have been done on Kaplan 

turbines with different injection holes through the hub and led to a 90% reduction in the cavitation 

at some cases [59]. 

From all the above, it can be concluded that cavitation has a major impact on turbomachinery 

applications in which deteriorating the system performance and lifetime. Also, it limits the 

performance of hydro turbines due to the constraint of running at high rotational speeds. Thus, it 

is vital to address cavitation and introduce methods to alleviate the adverse caused by this 

phenomenon to improve the overall system performance and extend the lifespan of the 

turbomachinery components. 
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 Hybrid micro-grid 

The micro-grid concept can be understood as a hybrid power system comprising small-scale 

sources of power generation (conventional and renewable) and storage devices that supply energy 

to nearby loads through intelligent coordination of the whole. Micro-grids can be applied to two 

different types of systems: those designed for normal operation in connection with general 

electrical energy distribution networks, and those designed for operation in permanent isolation 

from such networks [60]. 

There are many areas of the world, often in rural areas far from power plants, that have no 

electricity [61], [62]. As a result of the distances involved, constraints imposed by features of the 

terrain, and the costs associated with the cabling of an electrical supply network, it is unlikely that 

many of these places will ever enjoy the benefits of installations connected to a main electrical 

grid [63]. However, numerous proposals have been made to cover the demand for power in such 

remote areas through the use of power systems not connected to a main electrical network [64], 

[65]. These systems are usually classified as ‘decentralized’, ‘autonomous’, ‘stand-alone’, or 

‘remote’ [66]. 

Badran O. [67] introduced a study for the implementation of wind energy to drive water 

pumps, either directly by mechanical means or indirectly by a wind-driven electric generator. The 

study concludes that wind energy pumping systems are preferable over diesel ones as they are 

more reliable, require less maintenance, safer, and do not pollute the environment. 

Hrayshat and Al-Soud [68] introduced a survey for use of PV-generator systems for water 

pumping applications in Jordan, where ten different locations in the country are chosen for this 

assessment. They concluded that four of ten sites are considered ‘‘adequate’’ for solar pumping, 

the other three sites are ‘‘promising’’, and the rest three sites are considered ‘‘poor’’. 
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Ashhab M., et al. [68] discussed the possibility of combining a PV solar system with another 

energy source to generate energy efficiently. The PV solar system was specified and designed. A 

prototype was designed and built, consisting of 8 PV panels, each of 250 W, in addition to a charge 

controller, an inverter, batteries, and an Air Conditioning (AC) unit. A data logging system was 

installed to collect relevant readings. The results showed that the system performance was 

promising for developing the research of the solar system. Based on the results, the PV solar system 

will be augmented with another efficient model to form a hybrid setup. A promising candidate for 

the other model was found to be the absorption system, which will potentially lead to an overall 

system that people can afford where energy is generated most efficiently. 

Sopian et al. [68] Studied the optimization of a stand-alone PV hybrid system for a household 

in Malaysia using HOMER simulation software and showed that the least expensive system is 

composed of 2 kW PV and 1 kW wind turbine.  

Karakoulidis K., et al. [68] analyzed an energy system combining RE sources, traditional 

sources, and batteries or hydrogen as a storage medium. The analysis utilizes the power load data 

from an electric machinery laboratory located in Kavala town, Greece. The modeling, 

optimization, and simulation of the proposed system were performed using HOMER software. 

The simulation results indicate that for a hybrid system comprising of a 6 kW PV system 

together with a 16 kW diesel system and battery storage, the PV fraction/penetration was 41.7%. 

Using the proposed hybrid PV-diesel system with a battery instead of the diesel-only system results 

in a 33.8% fuel saving. The simulation results indicated that the replacement of conventional 

technologies, namely diesel generators and batteries by hydrogen technologies is technologically 

feasible, reduces emissions, noise, and fossil fuel dependence. 
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Abatcha H., et al. [69] showed how to design the aspects of a hybrid power system using the 

HOMER program as an optimization software, the study specified one sensitivity variable with 

two values; which were the slope of fuel consumption in Fuel Cell (FC) and the marginal fuel 

consumption of the FC. It showed that the Net Present Cost (NPC) and the cost of energy had 

increased due to the rise in fuel consumption in the FC from 0.03 to 0.05 L/hr./kW. 

Balachander K., et al. [70] offered a study and design of a complete hybrid-renewable power 

system model for day-to-day load demand of Metropolitan cities in India. The sizing, optimization, 

and economic estimation of the systems were performed using HOMER software. HOMER solved 

the optimization problem to minimize the total cost and provides the optimum PV, wind turbine, 

battery, and FC ratings. It also provided a comparison between the three different suggested power 

system configurations. The study made a simulation across three different locations and found that 

the stand-alone PV-Battery system was the most suitable configuration for all locations. 

Shiroudi A., et al. [71] investigated a stand-alone power system that consists of a PV array as 

a power supply and electrolyzer. They have been integrated and worked at the Taleghan renewable 

energies site in Iran. HOMER simulation software has been used to carry out the optimal design 

and techno-economic viability of the energy system. The simulation results demonstrated that the 

energy system is composed of a 10 kW PV array, 3.5 kW electrolyzer, 0.4 kW proton exchange 

membrane FC, 2.5 kW inverter, and 60 batteries (100 Ah and 12 V). The total initial capital cost, 

NPC, and cost of electricity produced from this energy system are $193,563, $237,509, and 

$3.35/kWh, respectively. 

Lagorse J., et al. [72] evaluated three configurations of FC and PV hybrid systems based on 

economic constraints. The study used two approaches to size the system, analytical relations, and 

optimization with Matlab/Simulink. It also employed three major ways to gather two sources 
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(Battery storage, Hydrogen storage, and use of both), with a simulation model made for each 

configuration. 

Jaber J., et al. [72] studied the use of conventional energy sources as well as RE resources for 

the space heating system. They showed that a space heating system based on RE resources is a 

favorable option due to its low cost-to-benefit ratio. Asgarpoor, et al. [73] introduced a method for 

designing a stand-alone PV system to improve the load point reliability, extend the operation life, 

and minimize the design cost. 

Lagorse J., et al. [74] showed that a system composed of a PV generator, an FC, an 

electrolyzer, and a battery can deliver energy in a stand-alone installation at an acceptable cost. 

Gebre S., et al. [74] discussed the effect of using an optimal load-sharing strategy for PV/FC hybrid 

power systems with batteries. The simulation results showed that the sharing and control strategy 

is effective to achieve high power availability and reduced cycling of the battery. The study 

concluded that the solution relying on the only use of hydrogen storage was not feasible, the two 

other configurations were similar on the cost of view if the system's site can be reached to bring 

hydrogen, the configuration of (PV-Battery storage and FC supplied by an external tank) was the 

best choice unless the configuration of (PV-Battery storage and FC supplied by an electrolyzer) 

would prefer. 

 Kaldellis J., et al. [75] presented a study to determine the optimum dimensions of a stand-

alone PV-diesel system, under the restriction of minimum long-term electricity generation cost, 

and accordingly obtain a comparison with diesel-only systems. Using developed methodology to 

a representative Greek island, with results obtained being rather encouraging for the 

implementation of the proposed solution. 
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Ma T., et al. [75] evaluated the operating performance of a stand-alone solar PV system over 

the complete year of 2011, with average electricity production from the PV system at 61.2 

kWh/day and electric energy consumption at 49.5 kWh/day. The study found that the average AC 

power output ratio of the PV array to the entire system energy utilization ratio was 9.5% and 7.7% 

and noted that the output of the PV module decreased significantly with the increase in cell 

temperature. It was also found that the round-trip efficiency of the battery bank during the year 

was 74.3% with the state of charge values above 50% for 88% of the year. And the average yield, 

system losses, and capture losses during the year were 2.49 hrs/day, 0.59 hrs/day, and 1.86 hrs/day, 

respectively. The study suggested a way to better utilization of the RE output by training residents. 

Kyriakidis I. [76] investigated the optimal size and operation of an energy storage system 

included in a hybrid renewable-based plant for the islanded power system of Agios Efstratios, and 

optimize the hybrid system based on specific economic and policy criteria, and evaluate the 

techno-economic feasibility of incorporating different battery types for energy storage. 

 Silva, et al., [77] presented the evaluation for the use of a PV-FC system with a battery to 

supply electric power in an isolated community in the Amazon region. The analysis showed that 

the optimal system's initial cost, net present cost, and electricity cost with the hydrogen storage 

system are $87,138, $102,323, and $1.35/kWh, respectively. 
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Chapter 3: Cavitation Treatment 

 Research Outline 

This chapter presents a first step of studying the cavitation characteristics that occurs over a 

NACA 66-012 hydrofoil in a water tunnel test numerically using CFD, which helps to design and 

to set up the experimental setup and reducing the time and cost needed. The results are beneficial 

for applying to hydro energy machine components for improved energy harvesting technology 

[78][79]. 

This chapter's focus is to investigate the effect of air injection on the cavitation treatment over 

a hydrofoil. Air is being introduced through the air slots over the hydrofoil at different locations. 

 Methodology 

NACA 66-012 hydrofoil is used in a water tunnel to conduct a simulation of the cavitation at 

different cavitation numbers for each AoA. Mesh independent test was made for NACA 66-012, 

and then predicting the phenomena of cavitation and its effect on the turbomachines performance 

by doing a correlation between the cavitation number, the Volume of Fluid (VOF) fraction and lift 

and drag coefficients for many AoA. 

3.2.1 The Geometry of Hydrofoil and Water Tunnel 

NACA 66-012 hydrofoil model was selected in this study due to the available data at different 

flow conditions [80]. The geometry of the hydrofoil was modeled by the standardized geometric 

entities; the hydrofoil is defined with a set of 26 (x, y) coordinates stations and ordinates as a 

percent of the chord. Each station refers to the percentage of the chord from the leading edge of 

the foil and ordinates the normal distance from the chord line to the surface of the foil. 

The hydrofoil model was constructed by using the data from NACA [80]. Figure 13 shows the 

Computer-aided design (CAD) model for the selected hydrofoil with the chord length and a span 
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of 8.4 cm (3.3-inch) and 7.4 cm (2.9-inch), respectively, with a thickness to chord ratio of 0.12. 

The CAD model for the water tunnel used in the simulation has a total length of eight chords, and 

a height of one span, and one span width, as can be seen in Figure 14. 

 

Figure 13: CAD model for NACA 66-012 hydrofoil 

 

Figure 14: CAD model for water tunnel 

3.2.2 Flow Physical Equation 

The VOF was introduced briefly in 1976 by Noh and Woodward [36] followed by a full method 

description by Hirt and Nichols in 1981 [81]. In such approach, coexisted (n) fluids were accounted 

as a global one phase of fluid and how the flow properties were calculated as an averaged sum 

based on the presence percentage of each step in the computation cell by volume ratio (
∀𝑙

∀𝑐
) for the 
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VOF model [82]. Accordingly, the (𝑙)th step volume fraction (α𝑙), and any similar property (𝜙) is 

calculated every time step as in Equations (2) and (3), respectively. 

α𝑙 =
∀𝑙

∀𝑐
 Eq. 2 

𝜙 = ∑ α𝑙  𝜙𝑙

𝑛

𝑙=1

 Eq. 3 

Since a conserved system is introduced, the volume fractions of the phases are also maintained 

in balance by solving the continuity equation (transport) for each volume fraction Equation (4): 

𝜕

𝜕𝑡
∫ 𝛼𝑙  𝑑∀

.

∀

+ ∫ 𝛼𝑙 (𝑢 − 𝑢𝑟𝑓) 𝑑𝐴
.

𝐴

= ∫ (𝜑𝛼𝑙
−

𝛼𝑙

𝜌𝑙
 
𝐷𝜌𝑙

𝐷𝑡
) 𝑑∀

.

∀

 Eq. 4 

 (𝑢 − 𝑢𝑟𝑓): the phase motion relative to the reference frame motion 

(𝜑𝛼𝑙
): phase addition/reduction due to source/sink existence 

Since Cavitation is the main issue here, and a rapid phase change causes it, the global density 

varies temporally and locally at a high rate, and the (𝜑α𝑙
) dominates another equation. 

Equation (5) is a simplified equation that was derived from Equation (4) but non-conservative, 

and it was acquired to bypass the computational challenge because it becomes difficult to solve 

this behavior of the unsteady terms by the segregated flow method: 

∫ 𝛼𝑙  (𝑢 − 𝑢𝑟𝑓) 𝑑𝐴
.

𝐴

= ∑ ∫ (𝜑𝛼𝑙
−

𝛼𝑙

𝜌𝑙
 
𝐷𝜌𝑙

𝐷𝑡
) 𝑑∀

.

∀

.

𝑙

 Eq. 5 

Equation (5) represents the mass transfer rate of the vapor depending on the status of generation 

(Pv > Ps) or collapse (Pv < Ps) in case of cavitation. Equations (6) and (7) respectively, express the 

rate of generation (G) and the rate of collapse (C) [83]: 
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𝐺 =
𝜌𝑣𝜌𝐿

𝜌
𝛼(1 − 𝛼)

3

𝑅
√

2

3

(𝑃𝑣 − 𝑃𝑠)

𝜌𝐿
 Eq. 6 

𝐶 =
𝜌𝑣𝜌𝐿

𝜌
𝛼(1 − 𝛼)

3

𝑅
√

2

3

(𝑃𝑠 − 𝑃𝑣)

𝜌𝐿
 Eq. 7 

In the case of a mixture, the motion of the global phase is solved by the compressible flow 

momentum differential equation, taking into consideration the isothermal and Newtonian fluid 

conditions, as seen below in Equation (8): 

𝑑(𝜌𝑢⃗⃗)

𝑑𝑡
+ 𝛻. (𝜌𝑢⃗⃗ 𝑢⃗⃗) = 𝜌𝑔⃗ − 𝛻𝑃 + 𝛻. [𝜇(𝛻𝑢⃗⃗ + 𝛻𝑢⃗⃗𝑇)] Eq. 8 

Two forces with their coefficients are calculated in this study; lift force occurs when the flow 

passes over the hydrofoil and acting perpendicular to the flow direction and the hydrofoil. The 

drag force, which is parallel with the flow direction. These coefficients are dimensionless and 

stated as follows in Equation (9) and (10): 

𝐶𝐿 =
𝐿𝑖𝑓𝑡

𝜌
2 𝑣2𝐴 

 Eq. 9 

𝐶𝐷 =
𝐷𝑟𝑎𝑔

𝜌
2 𝑣2𝐴 

 Eq. 10 

3.2.3 Creating Mesh and Physical Parameters 

Polyhedral mesher, prism layer, and surface remesher are the three types of mesh used in this 

simulation. Based on the literature review where the polyhedral mesher was found to be the best 

method to capture most of the phase change for the multi-phase flow as per the physics conditions 

for this case. The polyhedral mesher is considered an unstructured mesh, which is better than the 

structured mesh in capturing physics like separation and wake region. Twelve Prism layers, which 

are the boundary layer at the solid surfaces, were used. Surface remesher, which represents the 

mesh around the solid object inside the fluid. 
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The base size of 1.25×10-3 m, which is 10-50% from the smallest dimension inside the system 

was taken, based on the hydrofoil and water tunnel dimensions. 

LES with Wall-Adapting Local Eddy (WALE) Sub-Grid Scale (SGS) model was selected for 

this case. As an implicit unsteady simulation, a time step of 2.5×10-5 seconds was chosen along 

with a total solution time of 0.2 seconds. Eulerian Multiphase (Liquid and Vapor) was defined with 

a 3D turbulent flow and implicit unsteady models to monitor the cavitation formation progress. 

Water enters the tunnel at various velocities for each AoA ranges from 12.2 m/s (40 ft/s) to 22.8 

m/s (75 ft/s) AoA at different angles of attack (0, 6, 9, and 12 degrees). The outlet conditions were 

defined as pressure with the magnitude of atmospheric pressure (0 Pa gauge), and water vapor 

pressure is 2,338 Pa at 20 ◦C. 

 Experimental Work 

3.3.1 Constraints 

A water tunnel is the liquid equivalent of a wind tunnel. Both facilities use instrumentation to 

make fluid flow observations and collect valuable data from test articles. The data are used to paint 

a vivid picture of how bodies influence the flow and vice versa. Wind tunnels make observations 

in airflow and have been used in situations that range from measuring the drag and lift of airfoils 

[84][85] to observing the aerodynamic characteristics of a missile in supersonic conditions [86]. 

Water tunnels have been used to observe and record hydrodynamic loads to visualize the flow 

[87], and to study cavitation [88][89]. Water tunnels are specialized pieces of equipment; as a 

result, they are often designed and constructed to meet a specific use. Table 1 lists high-speed 

water tunnels around the world and their ownership. The tables provide test section dimensions 

and allow for the comparison of tunnels using mass flow rate and speed. There are only four high-

speed water tunnels owned by academic institutions within the United States. 
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Table 1: Partial list of high-speed water tunnels around the world organized by mass flow 

rate 

Tunnel Location 

Test Section Size Max 

Mass 

Flow 

Rate 

(kg/s) 

Max 

Speed 

(m/s) 

Reference 

(s) 
W 

(m) 

H 

(m) 

L 

(m) 

Large Cavitation 

Channel (LCC) 

US Naval Surface Warfare 

Center - Carderock (USA) 
3.05 3.05 13 167,445 18 [90] 

LOCAT 

Korea Research Institute of 

Ships and Ocean Engineering 

- KRISO (Korea) 

1.80 2.80 12.5 75,600 15 [91][89] 

Flow Noise Simulator 

(FNS) 

Naval Systems Research 

Center (Japan) 
2 2 10 60,00 15 [92] 

HYKAT HSVA (Germany) 1.60 2.80 11 53,760 12 [93] 

Grand Tunnel 

Hydrodynamique 

(GTH) 

Bassin d'Essais des 

Care’nes (France) 
1.10 1.10 6 24,200 20 [94] 

Medium cavitation 

tunnel 
HSVA (Germany) 0.57 0.57 2.20 3,087 9.5 [95] 

Mini-LCC 
University of 

Michigan (USA) 
0.22 0.22 0.93 1,210 25 [96] 

ARL 12-inch Water 

Tunnel 

Applied Research Lab 

at Penn State (USA) 
0.11 0.51 0.76 1,178 21 [97] 

UGA Water Tunnel University of Georgia (USA) 0.30 0.30 1 1,017 11.3 [98] 

St. Anthony Falls 

High-Speed Water 

Tunnel 

University of Minnesota 

(USA) 
0.19 0.19 1.30 722 20 [99][100] 

Tunnel de Cavitation Ecole Navale (France) 0.19 0.19 1 542 15 [99][101] 

High-Speed 

Cavitation 

Tunnel (HiCaT) 

University of New 

Hampshire (USA) 
0.15 0.15 0.91 293 13 [89] 

OSU 6-inch Water 

Tunnel 

Oklahoma State 

University (USA) 
0.15 0.15 1 225 10 [96] 

Water tunnels are composed of several components that play an integral role in the 

performance of the tunnel. Key components of water tunnels include the pump, motor, diffuser, 

and test section [102]. Due to the high cost of having a similar water tunnel, a simpler setup was 

designed where the true water tunnel conditions can be simulated at a lower cost. In the designed 

test section it would be hard to measure the lift, drag, and cavitation number in the Global Water 

Center (GWC) lab. 
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3.3.2 Setup Configuration 

Experimentation helps in verifying the numerical computations and can be used as a tool to 

validate the results obtained from the CFD simulations. It demonstrates the accuracy of the CFD 

results and can be used to proceed with the simulations with confidence. Additionally, it 

determines the credibility of the programming and computational results as well as examines the 

models through comparison with the experimental results. 

The experimental setup was built in the Hydro Turbine lab at the University of Wisconsin-

Milwaukee hosting a relatively low-head Kaplan turbine. The system was designed to 

accommodate a horizontal turbine configuration with an elevated tank, a discharge reservoir, and 

a circulating pump, as shown in Figure 15. The setup is installed on a T-slot table that houses the 

lower tank providing supports to the hydro turbine system and adjustable configuration. The 

maximum head that can be achieved through this setup is 2.75 m (9 ft). The upper tank has a 

capacity of 0.60 m³ (21 ft3), Figure 16 (a), and the lower reservoir has a capacity of 0.45 m³ (16 

ft3). The 10 HP pump circulates the water between the two tanks and is equipped with a Variable 

Speed Drive (VSD) to control the pump flow rate during testing. The water flowing into the turbine 

is also controlled through a ball valve installed vertically on the 0.15 m (6 in) downpipe as shown 

in Figure 16 (b). 

Due to the space limitation and the high cost of building a high-speed water tunnel to test the 

hydrofoil, a modification for the current set-up has been designed. Figure 17 shows the CAD 

model for the modifications required to be done on the current set-up, which includes replacing 

the current test reg with an 8×8 cm (3×3 in) square straight water tunnel with 0.7 m (26.5 in) long 

as shown in Figure 18 and made of clear acrylic material. An intake nozzle from a 15.2 cm (6 in) 

circle pipe to an 8 cm (3 in) square section connected to an 8 cm (3 in) square straightener before 
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the water tunnel. After the tunnel, a diffuser 8 cm (3 in) square section returns for a 15.2 cm (6 in) 

circle pipe. 

 

Figure 15: Experimental setup 

 

(a) 

 

(b) 

Figure 16: (a) Upper tank (b) Ball valve installed on the downpipe 
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Figure 17: CAD model for the new set-up design 

 

Side view 

 
Side view 

 
Front view 

Figure 18: Water tunnel CAD model 
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The experimental setup of the Hydro Turbine Lab at the University of Wisconsin-Milwaukee 

(as explained previously) is used for the hydrofoil cavitation experimental testing. Minor changes 

were done on the setup to accommodate the hydrofoil assembly includes as shown in Figure 19. 

The maximum head that can be achieved through the setup is still 2.6 m (8.5 ft) with the same 

maximum flow rate of 0.31 m3/s (4.6 ft3/s). 

Most of the experimental setup parts including the hydrofoil, the nozzle, the straightener, the 

water tunnel section, and the diffuser were designed and optimized through previous research 

conducted at the Hydro Turbine lab. Most of these parts along the supports were 3D printed using 

Eastman Amphora 3D Polymer AM3300 commercialized by ColorFabb as nGen [103]. Figure 20 

shows the 3D printed NACA 66-012 hydrofoil. The parts were designed using CAD modeling 

software to match the system configuration and requirements. Ultimaker 2+ [104] was utilized to 

3D print the hydrofoil and supports used in the experimental setup. 
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(b) 

 
(a) 

 
(c)  

 
(d) 

 
(f) 

 
(e) 

Figure 19: Experimental setup of the water tunnel: (a) The whole setup. (b) 15.2 cm circle 

pipe to an 8 cm square section Nozzle. (c) 8 cm square straightener. (d) 8 cm square section 

to a 15.2 cm circle pipe Diffuser. (e) 8x8 cm square straight water tunnel. (f) Hydrofoil 
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Figure 20: The 3D printed NACA66-012 hydrofoil for the experimental testing 

3.3.3 Instrumentation 

3.3.3.1 Ultimaker 2+ 

Ultimaker 2+ is a 3D printer with a printing platform of 22 x 22 x 20 cm that can print complex 

3D parts at various layer resolutions. The printer has high flexibility and provides a wide range of 

filament materials in addition to printing nozzle sizes. The printing layer resolution can be as fine 

as 0.6 mm and the maximum printing speed can reach up to 24 mm3/s [104]. Figure 21 shows the 

3D printer that was utilized to print the parts used in building the experimental setup. 
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Figure 21: Ultimaker 2+ 3D printer 

3.3.3.2 Flow Meters 

Flow rates in the experimental setup were monitored via two electromagnetic flowmeters. A 

0.08 m flow meter was installed on the pump discharge pipe that fills the upper tank and a 0.051 

m was installed on the overflow line of the upper tank. The difference between the two flow rates 

gives the flow rate going through the turbine while maintaining a constant head.  The M-2000 M-

series Mag Meter manufactured by Badger Meter was used in the experimentation. The meter has 

two DC-powered electromagnetic coils and a set of electrodes that create a magnetic field and 

sense when a conductive fluid like water passes through the meter. The voltage difference between 

the electrodes is directly proportional to the average velocity of the fluid and then converted to a 

flow rate. The meter has an accuracy of ±0.25% [105]. Figure 22 presents the installed flow meters 

on the system. 
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Figure 22: Flowmeters installed on the filling and overflow lines 

3.3.3.3 Variable Speed Driven Pump 

The water was lifted from the lower (sink) tank to the upper tank via a 10 HP (7,460 W) close-

coupled centrifugal pump. The pump can provide a flow rate of up to 7.93 m³/s (500 GPM) and a 

maximum head of 30 m (98.4 ft) [106]. The pump is equipped with a VSD to provide a closed 

control flow rate during the experimental testing. The ABB ACS310-03U-34A1-2 VSD is capable 

of controlling motors ranging from 7.5 HP to 10 HP with a digital output accuracy of 0.2% [107]. 

It also can change the speed manually as well as programmable control to provide an energy-

efficient operation. The pump and the VSD installed in the experimental setup are indicated in 

Figure 23. 
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Figure 23: Pump-motor set and VSD 

3.3.3.4 FASTCAM Mini UX50 

Flow and cavitation can be captured using a high-speed camera that is capable of taking 

thousands of images in one second. The high-speed camera is considered a powerful tool, through 

image processing, in analyzing the different patterns of cavitation and physics, that can be seen in 

a slow-motion frame.  The high-speed camera that was utilized in the experimentation, ISO 10,000 

monochrome FASTCAM Mini UX50, is capable of capturing images up to 102,400 fps. The 

highest image resolution is 1280 x 1024 pixels which can be achieved with 2000 fps [108]. The 

camera can be connected to a computer to process and enhance the images captured through special 

software developed for the camera. The high-speed camera is shown in Figure 24. 
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Figure 24: High-speed camera 

 Results 

3.4.1 Mesh Independent Study 

It is important to have fine enough mesh around the hydrofoil to get accurate simulation results, 

due to the big amount of changes in the physical values near the hydrofoil wall. Before doing the 

mesh test, a new modified mesh was created with a volumetric control close to the hydrofoil to 

focus more on the phase changes close to the hydrofoil surface. Figure 25 shows the new modified 

mesh scene for the whole system with the volumetric control close to the hydrofoil with (30%) 

from the original base size. 

 

Figure 25: Mesh scene of the whole simulation domain 

Mesh independent study involves analyzing the solution of the simulations based on changing 

the discretization criteria of the computational domain only. The size of the cell is changed, and 
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the solution time, as well as the accuracy, are monitored. Another way to analyze the mesh sizing 

is the y+ and the Courant number numbers. 

y+ is a dimensionless wall distance for a wall-bounded flow and is also known as the Law of 

the Wall. It was introduced by Theodore von Karman in 1930 and is defined in Eq. 11. It is a 

function of the shear velocity near the wall, the distance to the nearest wall, and the kinematic 

viscosity of the fluid. y+ is used in turbulence models to indicate the effect of the influence of the 

Reynolds stress tensor [109]. The wall function approach is used to apply boundary conditions to 

a distance away from the wall, so the turbulence model equations are not solved close to the wall 

[110]. 

𝑦+ =
𝑢𝜏𝑦

𝜈
 Eq. 11 

The Courant number, or mean of Convective Courant number, is a dimensionless number that 

is a function of the time step and the mesh size. It is defined in Eq. 12 [111]. 

𝐶 =
𝑢Δ𝑡

Δ𝐿
 

Eq. 12 

The Vapor Volume Fraction (VVF) can be a way to track the cavitation over a hydrofoil. 

Ranging from “0” to “1”, with “1” indicating 100% vapor bubbles, VVF can be useful to 

understand the location and quantify the phenomena. 

Trials on different mesh sizes generated a range of results that were averaged to (VVF = 0.221) 

over the hydrofoil. Additionally, the computational time consumed for each case is monitored to 

investigate the impact of increasing the number of cells. Five kinds of polyhedral meshes were 

tested around the hydrofoil to find the effect of the mesh size. Table 2 shows the five kinds of 

meshes with a different number of cells starting from coarse mesh 1.5 Million and up to very fine 

mesh with 6.3 million cells. With a 31% time saving compared to the 6.3 million cells, the 3.8 

million cells are considered as the best number of cells to capture most of the changes around the 
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tested hydrofoil efficiently. Figure 26 shows the mesh scene for the entire system at 3.8 million 

cells and twelve prism layers, while Figure 27 shows the mesh scene around the hydrofoil at the 

same conditions. 

Table 2: Mesh independent test results 

Number of Cells 

(in millions) 
1.5 2.6 3.8 5.1 6.3 

VVF (Surface Average) 0.202 0.191 0.233 0.272 0.309 

Percentage of VVF to 

overall Avg. 
8.5% 13.6% 5.5% 22% 35.0% 

Comp. Time 1.0x 1.5x 2.0x 2.5x 3.0x 

 

 

 

 

Figure 26: Mesh scene for the entire system at 3.8 million cells and 12 prism layers 

Coarse Fine Very Fine



 

 

43 

 

 

Figure 27: Mesh scene around the hydrofoil at 3.8 million cells and 12 prism layers 

Moreover, and the confirming the validity of the results with the selected mesh size, an 

assessment for the time-averaged y+ on the hydrofoil was checked to be found (y+ < 2) as shown 

in Figure 28, where 12 prism layers were used. Finally, and though using unconditionally stable 

implicit time marching, the time-averaged convective Courant number was below 5 (see Figure 

29) to validate the accuracy for the LES computation. 

 

Figure 28: Mean of wall y+ values at the hydrofoil 

 

Figure 29: Mean of convective Courant number nearby the hydrofoil 



 

 

44 

 

3.4.2 CFD Validation 

A comparison between the experimental data from Kermeen et al. [80] and the simulation 

results was made by taking into consideration changing the velocity, AoA, and the 𝜎. As shown in 

Figure 30 and Figure 31, both experimental and CFD data are following the same trend where the 

maximum average relative error reached 10% in the case of 9 degrees AoA. Due to the limitations 

in the CFD work, some components; as the fraction losses and the mass and the material of the 

hydrofoil, were not taken into consideration. Thus, these consistent results confirmed the ability 

of the CFD tool in predicting the cavitation process over the hydrofoils and contributed to saving 

time and cost. 

 

Figure 30: Comparison of coefficients of drag for 0 and 9 AoA 
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Figure 31: Comparison of coefficients of lift for 0 and 9 AoA 

3.4.3 CFD – Experimental Validation Results 

The results comparison and validation between the CFD and experimental work that was 

adhered to comprised of two parameters: CFD simulation results, and image processing. The first 

case that was investigated is the 9 AoA with no aeration having a water velocity of 18.2 m/s (60 

ft/s) at the tunnel inlet. The images of the experimental testing captured via the high-speed camera 

were set along the time-averaged VVF scenes to compare the cavitation behavior. Figure 32 

illustrates an image of the experimental test and a CFD VVF scene of the 9 AoA case. The 

cavitation formation in the experimental testing, as shown in Figure 32 (a), started at the hydrofoil 

leading edge before going downstream and merging with the cavitation cloud that formed in a 

similar approach at the middle of the hydrofoil. The CFD VVF scene, Figure 32 (b), indicated the 

analogous trend of the cavitation formation at the hydrofoil and merging with the cavitation cloud 

downstream as represented in the colored formation. 
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(a) 

 

 

(b) 

Figure 32: Visual comparison no aeration 9 AoA : (a) experimental (b) CFD VVF scene 

The last step that was used in the validation of this case is image processing to estimate the 

percentage of the cavitation. This process incorporated cropping the CFD and experimental images 

to include the area around the hydrofoil, contrast enhancement, and converting them into binary 

images (0 = black and 1 = white) to differentiate the pixels. This process is illustrated in Figure 33 

and Figure 34 for the experimental part and CFD VVF scene, respectively. 

The selected colored areas, shown in Figure 33 (b), indicated the cavitation areas whereas the 

not selected color is the no cavitation zone. The visual indication of this phenomenon led to the 

validation that cavitation started next to the leading edge of the hydrofoil, extended, and then 
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detached from the hydrofoil. The same cavitation behavior was observed in the CFD as shown in 

the grayscale image, Figure 34 (b). In the CFD case, the cavitation was also generated next to the 

hydrofoil leading edge and detached later as it extended downstream of the runner. The white 

pixels in the binary image were added then divided on the total number of pixels including the 

white and black. The ratio obtained indicated the cavitation area percentage and this procedure 

was followed in both CFD and experimental images. The results showed a very close cavitation 

area percentage between the experimental image, 7%, versus 9% for the CFD scene. 
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(a) 

 

 
(b) 

 

(c) 

Figure 33: Experimental image processing for 9 AoA at 18.3 m/s water inlet velocity: (a) 

original image, (b) enhanced contrast, (c) binary converted image 
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. 

 
(a) 

 
(b) 

 

(c) 

Figure 34: CFD image processing for 9 AoA at 18.3 m/s water inlet velocity: (a) original 

image, (b) grayscale converted image, (c) binary converted image 



 

 

50 

 

The approach detailed previously was adopted to the 12 AoA case as well. The water inlet 

velocity modeled in the CFD was 18.3 m/s (60 ft/s) to simulate the same flow parameters that were 

achieved in the experimental testing. As for the cavitation area percentage, the image processing 

of the CFD scene exhibited 11% whereas the experimental part indicated a 9% cavitation area. The 

image processing of the experimental part and CFD scene for the 12 AoA case is illustrated in 

Figure 35. 

 
(a) 

 

(b) 

Figure 35: 12 AoA at 18.3 m/s water inlet velocity case image processing: (a) experimental 

binary image, (b) CFD binary image 
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3.4.4 Correlations of VVF and The Cavitation Number (σ) 

The VVF distributions are time-averaged over the hydrofoil surface area to express a value for 

each case. Drag and lift coefficients were studied at different VVF values at different angles of 

attack (0, 6, 9, and 12 degrees). 

Figure 36 shows how the VVF forms around the hydrofoil at different cavitation numbers at 

AoA of 6 degrees. At (σ = 1.36), a very small VVF was formed around the leading tip of the 

hydrofoil. As the cavitation number decreases at the same AoA, VVF starts getting higher in the 

value, and increasing until (σ = 0.3), where the VVF had reached the high values all over the 

hydrofoil from the leading tip to the trailing edge. 

 
(a) σ = 1.36 

 
(b) σ = 0.91 

 

 
(c) σ = 0.53 
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(d) σ = 0.30 

Figure 36: VVF around hydrofoil at different cavitation number for 6 degrees AoA 

As the σ decreases, the pressure drops below the vapor pressure leading to more cavitation. 

This increment in VVF can be explained by the pressure scenes in Figure 37. The absolute pressure 

around the hydrofoil tends to decrease as the σ decreases. The dark blue areas represent the areas 

where the absolute pressure is equal to or less than the water vapor pressure. 

 
(a) σ = 1.36 

 
(b) σ = 0.91 

 

 
(c) σ = 0.53 
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(d) σ = 0.30 

Figure 37: Absolute pressure around hydrofoil at different cavitation number for 6 

degrees AoA 

At the same cavitation number of 0.3, velocity magnitude has been constructed at different 

angles of attack showing that the average velocity obtained for the fluid around the hydrofoil 

increases with the increase of the AoA for the same cavitation number, all that can be observed 

from Figure 38. Also, the separation spreads more over the hydrofoil surface by the increase of the 

AoA, and it extends towards the leading edge as seen in the cases of 9 and 12 degrees. 

 
(a) 0 AoA 

 
(b) 6 AoA 
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(c) 9 AoA 

 
(d) 12 AoA 

Figure 38: Velocity Magnitude around the hydrofoil at cavitation number of 0.3 for 

(0,6,9 & 12) degrees AoA 

The cavitation could be initiated with an infinitesimal nucleus that withstands and starts the 

growth depending on some other factors like residence time, water temperature and quality, 

Reynolds number (Re), and the availability of solid boundaries and their roughness state. The Re 

at the water tunnel inlet for water is from 1.0 x106 to 2.0 x 106. The dependence of the cavitation 

number on the Reynolds number is evaluated and the critical cavitation number is different for 

each AoA, see Figure 39. The increase in the Re as the inlet water velocity increased led to an 

increment in the tendency for the cavitation to form over the hydrofoil. It was observed in all AoA 

cases, as indicated in Figure 39, that the σ decreased considerably with increasing the AoA. For 

instance, the σ at 9 AoA with was 1.1 at Re 1.9 x 106 whereas for 6 AoA is 0.7 at the same Re with 

which is almost a 35% increment. 
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Figure 39: Dependence of cavitation number vs Reynolds number 

With cavitation definition, and as shown in Figure 40 that represents VVF at different 

cavitation numbers for different angles of attack (0, 6, 9, and 12 degrees), it can be noticed that, 

with the increase of the cavitation number, the VVF decreases in all cases of AoA. This 

phenomenon means the difference between the inlet pressure and the vapor pressure increases; 

thus, it supports the cavitation decrease for a higher σ number. For (9, 12) AoA where these angles 

are close to the stall angle, the cavitation is occurring at a higher σ, in our case less than (2.5). 

Also, for (0, 6) AoA, the cavitation formation starts at a lower σ less than (1.5). 
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Figure 40: VVF at different cavitation number for (0, 6, 9 & 12) degrees AoA 

 The next observation from Figure 40 is the higher the AoA, the higher the VVF value, and, 

thus, the tendency of cavitation goes up at any given cavitation number. When the AoA has the 

same inlet water velocity, 9 and 12 AoA have a similar pattern for all σ only with a slight difference 

in the lift coefficient values (see Figure 42). The cavitation behavior remains at the same level as 

long as the AoA is near the static stall angle of the hydrofoil. Figuring the correlation between the 

VVF and σ, the data points for each AoA are arranged in a way that a fourth-order curve could fit 

through them. The equations have a positive coefficient for (σ4), while the other negative 

coefficients lead to the inverse correlation. 
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Figure 41: Drag coefficient variation for different (σ) values at different AoA 

 

Figure 42: Lift coefficient variation for different (σ) values at different AoA 

Cavitation number indicates the possibility of cavitation occurrence. In the current cases, a 

relation between drag and lift coefficients with the cavitation number was studied at different AoA. 
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It can be noticed from Figure 41, and Figure 42 that at the same cavitation number, as the AoA 

increases, the drag and lift coefficients are quickly rising because of increased frontal area and the 

boundary layer thickness. The boundary layer around the hydrofoil is created by the water near the 

hydrofoil surface and the flow is reacting on the boundary layer as the physical surface of the 

hydrofoil. Due to increasing the AoA, this layer begins to separate from the surface and creates a 

different shape compared to the physical shape, which is called a stall, where both drag and lift 

forces become unsteady and difficult to predict. These two curves are separated into three zones; 

the first zone is the non-cavitating area where σ is higher than 1.5 this area. The drag and lift 

coefficients have almost constant values. The second zone is the sub-cavitating area with σ 

between 0.5-1.5, where the lift and drag coefficients hit the peak values. The third zone is the 

super-cavitating area where the σ is less than 0.5, and the drag and lift coefficients hit the minimum 

values. Around these values, the pressure over a substantial portion of the pressure side toward the 

trailing edge becomes quite low; causing a substantial loss of the lift and drag coefficients, as 

shown in Figure 37, Figure 41, and Figure 42, depicting the correlation of drag and lift coefficients 

with the cavitation number where third-order curves can fit most of the points. 

Figure 43 shows how the drag coefficient tends to increase by the appearance of the vapor 

bubbles, which are described by the increase of the VVF values to reach its maximum of around 

0.2 VVF. Then, the values of the drag coefficient go down by increasing the vapor bubbles over 

the hydrofoil. When the cavitation begins on the hydrofoil, the drag coefficient promptly increases 

and reaches the highest point when the cavitation is extended close to the trailing edge. Then, the 

drag coefficient decreases again as the cavitation number reduces (increase the VVF) further, as 

shown in Figure 41 and Figure 43. The drag coefficient also increases when AoA increases at the 

same VVF as discussed before. 
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Figure 43: Drag coefficient variation for different VVF values at different AoA 

 

Figure 44: Lift coefficient variation for different VVF values at different AoA 
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As shown in Figure 30 and Figure 31 for 0 AoA, the drag and lift coefficients are almost zero 

for most of the cavitation numbers. This phenomenon is seen in most of the VVF values to be close 

to the low level in Figure 43 and Figure 44. 

For non-zero AoA, the lift coefficient starts decreasing with the increase of VVF, as can be 

noticed from Figure 44. At higher AoA, the lift coefficient starts falling with the increase of the 

vapor amount due to the loss of pressure difference on the pressure and suction sides of the 

hydrofoil. At high AoA, a small number of cavitation forms near the leading edge, which increases 

the lift and drag coefficients. It can be noticed that 6 AoA reaches a peak value at a smaller σ 

number than higher AoAs’, and due to the higher velocity, this AoA was tested and simulated (see 

Figure 42). 

The lift to drag ratio is one of the significant factors that affect the performance of the power 

in turbomachinery systems. Generally, the higher the lift to drag ratio, the better the efficiency of 

a turbomachine [112]. As shown in  Figure 45, the relation between the cavitation number and the 

lift to drag ratio (L/D) was generated. L/D proportionally increases with the cavitation number, 

which shows the drop of the lift to drag ratio with the cavitation development; that is to say, the 

cavitation development is directly related to the performance of the turbomachines. Also, the case 

of 6 AoA seems to offer higher power production over the other cases of the AoA. Correlating the 

variables, L/D was found to be in a fourth-order correlation with the cavitation number at all the 

AoAs (except for the 0 AoA since there was no significant lift force generated). 
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Figure 45: Lift to drag ratio at different cavitation number for (0, 6, 9 & 12) degrees AoA 

 

 Cavitation Treatment Simulations 

The CFD models conducted in this study can be outlined as follows: 

1. Initial simulations for each AoA at different inlet water velocities as a boundary condition 

without aeration. 

2. Different water inlet velocity simulations with air injection at the same pressure. 

3. Different air slots configuration for each AoA case at the same air injection pressure. 

3.5.1  Modified New Hydrofoil Design 

Based on previous results, a modified design for the hydrofoil has made with air slots on its 

upper surface to inject air close to the cavitation occurrence zones and study the opportunities of 

reducing the cavitation effect. In Figure 46 below six air injection slots are added to the hydrofoil 

design. The slot width is considered as 5% of the Chord 0.42 cm (0.16 in), and the location of the 

slots was suggested based on the behavior of the cavitation in all four AoA cases. 
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Figure 46: CAD model for modified NACA 661-012 hydrofoil with 6 air slots 

3.5.2 Simulations Without Aeration 

As mentioned before, constant water inlet water velocity was set as an inlet boundary 

condition in the first run of simulations and reduced gradually from 22.8 m/s (75 ft/s) to 12.2 m/s 

(40 ft/s). This approach was sought to induce and guarantee the presence of cavitation before air 

injection and calculate the cavitation number at each inlet water velocity. Although using an inlet 

constant water velocity as a boundary condition is not an erroneous method, however, velocity 

inlet is preferable for incompressible flows and the best way to control the cavitation phenomena 

at the current experimental setup. Velocity inlet boundary condition results in a better convergence 

and hence enhanced stability. 

The outlet boundary conditions were maintained as atmospheric pressure and similar VOF 

conditions as in the inlet. The simulations were executed and the VVF along with the absolute 

pressure, and L/D were monitored. 

It is also worth mentioning that the constant water inlet velocity boundary condition will 

ensure the study of aeration effect on the cavitation solely. The air injection will change the water 

velocity in a constant inlet pressure case since the velocity is not set as a constant input in the 

simulations. Thus, the cavitation pattern will be affected due to the fluctuation in the water 

velocity. However, the water velocity will not be altered in the constant water inlet velocity case 
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as the air is being introduced. Therefore, the cavitation pattern will only be affected by the air 

injection which is the aim of this research. 

3.5.3 Air Injection Simulations 

The air injection simulations are similar to the constant water velocity ones with the addition 

of aeration. Air is being introduced over the hydrofoil as shown in Figure 46 with the magenta 

color. Air was injected at 0 psig gauge pressure for each AoA. The cavitation patterns, as well as 

the VVF, were monitored and compared with the no aeration simulations. Additionally, the L/D 

per each simulation was compared with the no aeration case to investigate the effect of aeration on 

the turbine performance. 

3.5.4 CFD Results: Constant Water Inlet Velocity 

3.5.4.1 Case 1: No Aeration 

The first run of the CFD simulations was conducted without aeration to obtain the data of the 

cavitation. This case is considered as the “baseline” in which the data gathered were compared to 

the values generated by air injection models. Figure 47 represents VVF scenes for all AoA (0 to 

12 degrees). The VVF is represented on a scale of 0 – 1, where 1 indicates a 100% water vapor 

area and denoted in red color as can be seen in Figure 47. 

 
(a) 0 AoA 
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(b) 6 AoA 

 

 
(c) 9 AoA 

 

(d) 12 AoA 

Figure 47: VVF around hydrofoil – no aeration case at 22.8 m/s water inlet velocity for (0, 

6, 9 & 12) degrees AoA 

The area representing the hydrofoil VVF increases with increasing the AoA as can be inferred 

from the VVF scenes. As the AoA increases, the pressure drops below the vapor pressure (see 

Figure 48) leading to more cavitation. Moreover, the cavitation cloud is being occurred near the 

leading edge of the hydrofoil as the AoA increases. 

 
(a) 0 AoA 
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(b) 6 AoA 

 

 
(c) 9 AoA 

 

(d) 12 AoA 

Figure 48: Absolute pressure CFD scenes – no aeration case at 22.8 m/s water inlet velocity 

for (0, 6, 9 & 12) degrees AoA 

The results of the no aeration case are summarized in Table 3. As indicated previously, the 

VVF increased with the increasing the AoA and at the same AoA, the VVF increased with 

increasing the water inlet velocity. The lift to drag ratio for the hydrofoil increased as the water 

inlet velocity and VVF decreased for most AoA which means the best performance for the 

turbomachines. 

Table 3: No aeration case summary of CFD results 

0 AoA 

Water Inlet Velocity (m/s) σ VVF L/D 

22.86 0.501 2.36E-01 0.0422 
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21.34 0.521 4.95E-05 0.8303 

19.81 0.591 1.71E-07 0.7240 

18.29 0.680 5.36E-08 0.7203 

16.76 0.793 6.45E-09 0.8767 

15.24 0.942 0 0.5738 

13.72 1.142 0 0.4377 

12.19 1.421 0 0.5113 

6 AoA 

22.86 0.656 4.41E-01 2.4204 

21.34 0.659 4.07E-01 2.4197 

19.81 0.688 3.15E-01 2.5250 

18.29 0.811 2.26E-01 3.5820 

16.76 0.946 1.85E-01 4.2521 

15.24 1.086 1.75E-01 5.7932 

13.72 1.280 1.70E-01 7.7306 

12.19 1.501 1.05E-01 12.5195 

9 AoA 

22.86 0.850 4.54E-01 2.5617 

21.34 0.852 4.24E-01 2.5601 

19.81 0.854 4.00E-01 2.5601 

18.29 0.854 3.32E-01 2.5524 

16.76 1.005 1.56E-01 3.1661 

15.24 1.202 1.31E-01 3.8338 

13.72 1.430 1.21E-01 4.1825 

12.19 1.674 8.92E-02 5.4479 

12 AoA 

22.86 1.198 4.62E-01 2.9509 

21.34 1.214 4.52E-01 2.9528 

19.81 1.204 4.50E-01 2.9052 

18.29 1.210 4.05E-01 2.9079 

16.76 1.222 2.04E-01 2.9176 

15.24 1.299 1.10E-01 3.0293 

13.72 1.608 1.02E-01 3.3773 

12.19 1.886 7.09E-02 3.5666 

 

3.5.4.2 Case 2: 0 PSI with 6 Air Injection Slots 

The first aeration case was conducted with air injection at 0 psig from all of the 6 air slots to 

investigate the effect of adding a minimal amount of air all over the hydrofoil. It can be inferred 

from Figure 49 that the areas representing the cavitation were reduced to the minimum in each 

AoA when compared with the no aeration case. The reduction in the VVF was more noticeable at 
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higher AoA (9 and 12 degrees). It can be justified from the absolute pressure scenes in Figure 50 

that indicated that the areas in which the absolute pressure is less or equal to the vapor pressure 

were reduced when compared to the no aeration case. Thus, it can be deduced that even a minimal 

air injection can lead to a high reduction in cavitation. 

Table 4 lists the results of the hydrofoil VVF, σ, and the L/D of the 0 psig with 6 air injection 

slots case. The VVF showed an average reduction of 97.9% when compared to the no aeration 

case. The L/D was also reduced when compared to the no aeration case with an average reduction 

of 22.3%. The reduction in the L/D is due to introducing another substance, i.e. air, that caused 

reaction forces opposing the drag and lift forces acting on the hydrofoil. Thus, that caused the 

reduction in the L/D ratio in most cases.  
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(a) 0 AoA 

 
(b) 6 AoA 

 

 
(c) 9 AoA 

 

(d) 12 AoA 

Figure 49: VVF around hydrofoil – 0 psi with 6 air slots case at 22.8 m/s water inlet velocity 

for (0, 6, 9 & 12) degrees AoA 
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(a) 0 AoA 

 
(b) 6 AoA 

 

 
(c) 9 AoA 

 

(d) 12 AoA 

Figure 50: Absolute pressure CFD scenes – 0 psi with 6 air slots case at 22.8 m/s water inlet 

velocity for (0, 6, 9 & 12) degrees AoA 
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Table 4: 0 PSI with 6 air slots case summary of CFD results 

0 AoA 

Water Inlet Velocity (m/s) σ VVF L/D 

22.86 0.708 4.83E-04 7.9116 

21.34 0.698 5.45E-06 15.4946 

19.81 0.741 2.00E-08 36.9806 

18.29 0.916 6.40E-09 10.2650 

16.76 0.868 7.10E-10 48.7770 

15.24 1.012 0 49.8089 

13.72 1.213 0 49.0457 

12.19 1.496 0 49.2689 

6 AoA 

22.86 0.819 3.61E-03 3.8679 

21.34 0.890 3.22E-03 2.6851 

19.81 0.956 7.50E-06 2.8553 

18.29 1.049 3.27E-09 3.0456 

16.76 1.161 2.15E-07 3.2048 

15.24 1.310 1.02E-05 3.2650 

13.72 1.519 8.42E-09 3.3570 

12.19 1.803 7.06E-10 3.3342 

9 AoA 

22.86 1.107 4.02E-03 2.0043 

21.34 1.150 3.60E-03 1.9564 

19.81 1.211 1.76E-03 1.8956 

18.29 1.298 1.53E-03 1.9442 

16.76 1.393 9.62E-04 1.9930 

15.24 1.539 9.20E-04 2.0181 

13.72 1.725 8.80E-04 2.1615 

12.19 2.005 9.97E-04 2.2142 

12 AoA 

22.86 1.485 9.18E-06 2.7100 

21.34 1.533 8.69E-06 2.6911 

19.81 1.594 6.72E-06 2.6556 

18.29 1.675 3.38E-06 2.6048 

16.76 1.778 3.15E-06 2.5633 

15.24 1.918 9.61E-07 2.5226 

13.72 2.118 3.78E-07 2.4988 

12.19 2.395 1.53E-08 2.4991 

3.5.4.3 Effect of Air 

When air enters the system like a jet, it is affected by the two motion components: radially 

upward due to the pressurization, axial flow with the liquid water. The air content is added as a 



 

 

71 

 

factor in changing the shape of the vapor cloud over the hydrofoil. Figure 51 displays the air and 

vapor volume fraction over the hydrofoil after reaching the steady state period. The domination of 

air over the hydrofoil diminishes the existence of vapor at the same place, which indicates the 

merit of air injection. 

  
(a) 0 AoA 

  
(b) 6 AoA 

 

  
(c) 9 AoA 

  
(d) 12 AoA 

Figure 51: Volume fraction distribution for air (right scenes), and water vapor (left scenes) 

around hydrofoil after 0.2s– 0 psi with 6 air slots case at 22.8 m/s water inlet velocity for (0, 

6, 9 & 12) degrees AoA 
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3.5.4.4 Case 3: 0 PSI with 3 Air Injection Slots 

To study the air configuration effect on the cavitation, the air injection pressure and the water 

inlet velocity were fixed at 0 psig, and 22.86 m/s (75 ft/s) respectively. Air Injection slots were 

decreased in the second case of aeration to 3 air slots as shown in Figure 52. The cavitation pattern 

did not change from case 2 previously discussed and showed almost the same results. 

 

Figure 52: CAD model for modified NACA 661-012 hydrofoil with 3 air slots 

The average reduction in the VVF is 93% in comparison to the no aeration case. The L/D ratio 

was also reduced when compared to the no aeration case with an average reduction of 14.3%. The 

results of the 3 air injection slots case are summarized in Table 5. 

Table 5: 0 PSI with 3 air slots case summary of CFD results 

0 AoA 

Water Inlet Velocity (m/s) σ VVF L/D 

22.86 0.645 1.30E-01 11.6493 

6 AoA 

22.86 0.785 1.71E-01 3.6042 

9 AoA 

22.86 1.092 5.44E-04 2.0406 

12 AoA 

22.86 1.471 1.13E-05 2.7073 
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3.5.5 Results Comparison 

It can be inferred from Table 4 and Table 5 that the VVF values were reduced while increasing 

the air injection slots over the hydrofoil. The highest reduction achieved is at 6 air slots case. Thus, 

it can be concluded that increasing the air injection slots leads to more treatment of cavitation and 

improved performance of the turbine in the long run. However, it should be noted that air slots 

were opened over the hydrofoil and it might affect the strengthening of the material, and the more 

air slots introduced, the more the hydrofoil might be weak. Hence, it will be an expensive approach 

to treat cavitation in hydro turbines. Also, introducing the air might lead to air entrainment which 

also impacts the components of the hydro turbine system. Therefore, it is worth investigating the 

impact and the feasibility of increasing the air slot injection. 

To have a better understanding of the correlation between the cavitation and injecting air at 

different AoA, the hydrofoil average pressure scenes at the same water inlet velocity were 

examined more thoroughly. Figure 53 shows the hydrofoil absolute pressure scenes of the four 

AoA cases at no aeration at the left-side scenes and with 3 slots air injection at 0 psig air pressure 

at the right-side scenes. The figure indicates that with minimum air pressure 0 psig, the pressure 

over the hydrofoil raised to more than the water vapor pressure and treat the cavitation. 

Furthermore, as the AoA increased the pressure over the hydrofoil raised to higher values leading 

to more cavitation treatment. This is more distinguished when looking at the 9 and 12 AoA scenes. 

The air injection effect is even more obvious when looking at the VVF against the water inlet 

velocity presented in Figure 54 and Figure 55. The first figure representing the no aeration case, 

which is the baseline case, had the highest VVF reaching up to 0.46 at 22.8 m/s for 12 degrees 

AoA. As air is being introduced with 0 psig, it can be shown clearly in the second figure how the 

air is effectively treating the cavitation phenomenon for all AoA and at all water velocity values. 
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Even with the smallest amount of air being injected 0 psig, can help in reducing the cavitation with 

a huge amount reaching up to 99% for 12 degrees AoA. The behavior of the cavitation treatment 

in the 0, 6, & 9 degrees AoA cases are almost similar whereas in the 12 degrees AoA case the 

reduction was larger, as shown in the graph. This is due to the remarkable increase of the absolute 

pressure in the system at the 12 degrees AoA case as seen in the pressure scenes, leading to better 

treatment of cavitation. As the AoA increased, the VVF reduction became larger since the 

cavitation increases at higher AoA. The reduction of the VVF at the 6 degrees AoA was 93% while 

maximizing at 99% in the 12 degrees AoA case. 

 
(a) 0 AoA 

 
(b) 6 AoA 

 

 
(c) 9 AoA 
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(d) 12 AoA 

Figure 53: Absolute pressure – with aeration (on right) and without aeration (on left) cases 

at 22.8 m/s water inlet velocity for (0, 6, 9 & 12) degrees AoA 

 

Figure 54: No aeration - VVF at different water velocity for (0, 6, 9 & 12) degrees AoA 

 

Figure 55: 0 PSI - VVF at different water velocity for (0, 6, 9 & 12) degrees AoA 
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The increase in the σ as the air is injected over the hydrofoil led to a decrease in the tendency 

for the cavitation to form and thus reducing the cavitation. It was observed in all AoA cases, as 

indicated in the difference between Figure 56 and Figure 57, that the σ increased considerably 

with increasing the AoA. For instance, the σ at 6 AoA with no aeration case was 0.656 at 22.8 m/s 

whereas 0.819 at the same water velocity with 0 psig air pressure case which is almost a 25% 

increment. 

 

Figure 56: No aeration - Cavitation number at different water velocity for (0, 6, 9 & 12) 

degrees AoA 
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Figure 57: 0 PSI - Cavitation number at different water velocity for (0, 6, 9 & 12) degrees 

AoA 
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Chapter 4: Optimization of Hybrid Systems in Remote Areas 

 Introduction 

A hybrid RE system consists of several renewable sources used together to produce an 

increased system efficiency with greater balance in the energy supply. Stand-alone systems in 

remote areas can include a secondary non-renewable source to act as backup. Figure 58 represents 

a common arrangement of a stand-alone residential PV-Wind hybrid energy system. 

For this study, the hybrid system will include the use of PV solar panels and wind turbines as 

renewable sources of energy, while using a diesel generator as a secondary non-renewable standby 

source (see Figure 58). 

 

Figure 58: General scheme of a residential PV-Wind hybrid energy system 

 HOMER Software 

The economic viability of this stand-alone hybrid system is to be analyzed on a life-cycle cost 

basis, and complete system optimization is conducted with the aid of the HOMER software. 
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HOMER is a computerized application developed by the National Renewable Energy Laboratory 

(NREL) in the United States [113]. This software is used to design and evaluate technically and 

financially the options for off-grid and on-grid power systems for remote, stand-alone, and 

distributed generation applications. It allows users to consider many technology options to account 

for energy resource availability and other variables. 

On the other hand, HOMER simulates the operation of any system by making energy balance 

calculations for each of the 8,760 hours in a year. For each hour, HOMER compares the electric 

and thermal loads in the hour to the energy that the system can supply in that hour. For systems 

that include batteries or fuel-powered generators, HOMER also decides for each hour how to 

operate the generators and whether to charge or discharge the batteries. If the system meets the 

loads for the entire year, HOMER estimates the lifecycle cost of the system, accounting for the 

capital, replacement, operation and maintenance, fuel, and interest costs [114]. 

 Sites Overview 

The proposed project takes place in all states in the U.S. to have a library about the cost of 

installing the system in any location around the states. Being a huge country and a range of 

geographic features, including mountains and deserts, the U.S. has a wide variety of climates with 

cold winters and hot summers, with a different season duration depending on latitude and distance 

from the sea. The U.S terrain has a vast central plain, interior highlands and low mountains in 

Midwest, mountains, and valleys in the mid-south, coastal flatland near the Gulf and Atlantic 

coasts, complete with mangrove forests and temperate, subtropical, and tropical laurel forest and 

jungle, canyons, basins, plateaus, and mountains in west, hills and low mountains in the east (see 

Figure 59) [115]. 
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Figure 59: Topographic map of the United States [116] 

4.3.1 Load Profile 

Load profiling is to be used to understand the variation in the electrical load with the time of 

the day and year-round. Typical day energy consumption for a residential building will be higher 

in the morning and evening hours. While on the other hand, the winter months will show an 

elevated power demand in comparison with the summer months. On average, the typical American 

house uses 41% of its energy on heating, and 35% on appliances, electronics, and lighting. 

However, not all states within the U.S. consume energy in the same way. Figure 60 shows the 

average electricity consumption for a typical home per day for each state. On average, residents in 

the East South-Central region of the U.S., including Alabama, Kentucky, Mississippi, and 

Tennessee, use the most electricity. While aside from Alaska and Hawaii, homes in New England 

use the least amount of electricity. The average electricity load for all states is 30.25 kWh/day and 

a peak load of 5.34 kW. 
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Figure 60: Average electricity load for a typical home in each state [117] 

Two more applications are to be studied to understand the effect of the load profile on the 

system configuration selection. The main energy consumption for an ordinary commercial 

building would be from 8:00 AM to 5:00 PM as shown in Figure 61, varying slightly for some 

buildings. Accordingly, the average electrical load is 2,424 kWh/day with a peak load of 348 kW 

and a 0.29 load factor. 

The nature of industrial facilities’ power consumption can be continuously fluctuating to 

accommodate the production scheme. Generally, and in order to standardize such load profiles, 

the most common scenario of energy consumption shall be discussed in detail with the concerned 

parties. Figure 62 belongs to a typical industrial facility that is considered for this study. The 

average electrical load is 24,000 kWh/day with a peak load of 1,000 kW and a 0.55 load factor. 
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Figure 61: Average daily load profile for a typical Commercial building in a Whole Year 

 

Figure 62: Average daily load profile for a typical Industrial facility in a Whole Year 

4.3.2 Solar Irradiation 

The annual average Global Horizontal Solar Irradiance (GHI) data for each state for the year 

2017 from NREL considered and analyzed using HOMER (see Figure 63). As indicated in Figure 
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63 and Appendix A, the solar radiation ranges from 2.70 kWh/m2/day in Alaska to the highest value 

in Hawaii with an average of 5.77 kWh/m2/day. The average solar radiation in the U.S. is 4.14 

kWh/m2/day. 

 

Figure 63: U.S. annual average solar GHI for 2017 [118] 

4.3.3 Wind Speed 

The wind is not distributed equally among all 50 states. The average wind speed for each state 

as per the end of the year 2017 is summarized in Figure 64 and Appendix A. It can be noticed from 

the figure that the windiest weather tends to occur in the Plains as in Kansas and Colorado, while 

the least windy weather occurs in the Southeast as in Georgia, Alabama, and Mississippi. The 

average wind speed in the U.S. is 5.17 m/s. 
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Figure 64: U.S. Average wind speed per state for 2017 [119] 

 Hybrid System Components 

Due to the non-availability of RE resources all the time throughout the year, more hybrid RE 

systems were constructed, combining diverse types of alternative energy solutions along with 

conventional sources of energy, which helped to overcome any shortage in energy supply upon 

demand. 

Many elements such as cost, number of units to be used, and operating hours need to be 

specified in HOMER for each of this equipment. The software then optimizes all inputs, and proper 

consideration of various options will be ensured. In this section, a detailed description of each of 

these components and their inputs is illustrated. 
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4.4.1 Diesel Generator 

Diesel generating sets are often used in places without connection to a power grid, or as an 

emergency power supply if the grid fails, as well as for more complex applications such as peak-

lopping, grid support, and export to the power grid. The diesel generator market is attracting 

considerable interest, and it has been segmented based on various parameters such as power rating, 

end-user, application, and region.  Generally, the capital cost for diesel generators is lower than 

other alternatives of energy technologies. However, the diesel cost in the local market is affected 

by the unstable fossil-fuel prices internationally, which is gaining more interest when it is related 

to the operating costs of other energy generation systems. With a fuel rise percentage of around 

15%, the COE was estimated to be increased by 40% [120]. 

The cost of the currently available diesel gen-sets in the global market may vary considerably 

from $500/kW to $1,200/kW according to Distributed Generation Forum, a group of utilities, 

industry associations, and government agencies. The cost per kW for large units is necessarily 

lower than smaller units. For this study, the diesel generator cost is taken as $900/kW, with 

replacement and maintenance costs of $700/kW and $0.050/hour, respectively. 

The sizing of a diesel generator depends solely on the maximum demand of power to be 

supplied, along with few other factors such as the efficiency of the gen-set and the possibility of 

future loads to be added. HOMER software can auto-size the generator and select the most suitable 

size that meets the maximum annual capacity shortage including a zero size to enable HOMER to 

consider options where no generators are used. 

The main source of cost for the gen-set is diesel fuel, and due to the cyclic nature of oil prices 

worldwide, fuel expenses are gaining more and more concern when it comes to operational costs 

of any energy system. To ensure the proper credit of this study, different diesel prices were 
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considered through analysis of output different feasibility scenarios. Three discrete price values 

were used; the 2018 U.S market prices (see Figure 65 and Appendix A), $0.5/L, and $1.5/L [121]. 

 

Figure 65: U.S. Average diesel price per state for 2018 [121] 

4.4.2 Photovoltaic Array 

The vast majority of market solar cells are made of crystalline silicon. Mono-crystalline cells 

are the most efficient. However, cheaper Poly-crystalline cells are also popular. The cheapest 

would be amorphous silicon cells which are also available and used widely for small consumer 

products but rarely used for power systems. Several aspects characterize the selection of a solar 

panel type, which can be summarized as follows [122]: 

1. Cell’s Type: In most situations, the use of a quality poly-crystalline solar panel is 

recommended for solar power systems. 
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2. Size and Watts: The size or output (in Watts) of the solar panel directly affects the cost, as 

solar panels are usually priced and compared in dollars per Watt, and the physical size. 

3. Durability/Longevity/Warranty: Reputable solar panels have a warranty period of at least 

10 years of artistry, and 25 years of output. 

4. Cost: The cost of a solar panel is determined in part by the size (in Watts), the physical size, 

the brand, the durability/longevity (or warranty period), and any certifications the solar panel might 

have. 

To decide whether to use poly-crystalline or mono-crystalline modules is not easy, it requires 

weighing costs against efficiencies, and since the cost has a higher importance in the configuration 

of this system due to a large number of modules expected to be needed in some cases, poly-

crystalline modules are more likely to be selected, bearing in mind that its efficiency also has to 

be considerably high. 

For the proposed system, a large variety of PV panel options were studied in terms of their 

type, power, cost, and warranty. Capital and replacement costs of a PV system include PV panels, 

mounting hardware, wiring, and installation. The baseline capital cost of installing the PV system 

in this study will be taken based on each state with a range from $2,500/kW in North Dakota up 

to $3,800/kW in Oregon with the same estimation for the replacement costs were considered as 

while the operation and maintenance costs will be set to $10/year [122]. 

Sizing of the PV system in HOMER includes the load to be considered as the software 

searches for the optimal PV system for each case. The proposed PV panels’ outputs to be optimized 

is range from zero sizes where HOMER considers a hybrid system without PV panels, and 11 kW 

as the maximum size to be optimized. 
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Figure 66: PV’s input window in HOMER 

Various elements to be inputted in Figure 66, which can be explained as follows: 

➢ Electric bus: All PV cells produce DC electricity, but some PV arrays have built-in 

inverters to convert to AC. In this study, PV panels produce non-inverted DC electricity. 

➢ Lifetime: The number of years the PV panels will last and was taken as 25 years. 

➢ PV derating factor: It is a scaling factor that HOMER applies to the PV array power output 

to account for reduced output in real-world operating conditions, compared to the 

conditions under which the PV panel was rated. Such conditions include the soiling of the 

panels, wiring losses, shading, snow cover, and aging. For this study, it was assumed to be 

80% [123]. 

➢ PV slope: The slope (also called tilt) is the angle at which the panels are mounted relative 

to the horizontal, as shown in Figure 67. In this study, a fixed-slope system was considered 

where HOMER set the default angle for each state. 

➢ PV Azimuth: The azimuth is the direction towards which the PV panels face. Due south is 

0°, due east is -90°, due west is 90°, and due north is 180°. With fixed-azimuth systems, 
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the panels are almost always oriented towards the equator (0° azimuth in the northern 

hemisphere, 180 ° azimuths in the southern hemisphere). Figure 67 illustrates the Azimuth 

angle, which is selected by HOMER as per the location for each state. 

 

Figure 67: PV’s azimuth and slope angles 

➢ Ground reflectance: The ground reflectance (also called albedo) is the fraction of solar 

radiation incident on the ground that is reflected. A typical value for grass-covered areas is 

20%. Snow-covered areas may have a reflectance as high as 70%. This value is used in 

calculating the radiation incident on the tilted PV panels, but it has only a modest effect 

[124]. In this study, albedo is taken as 20%. 

➢ PV tracking system: Determines the type of tracking system used to direct the PV panels 

towards the sun. Non-tracking PV system to be considered here. 

➢ Temperature effects on power: This indicates how strongly the PV array power output 

depends on the surface temperature of the PV array. It is a negative number because power 

output decreases with increasing cell temperature. Manufacturers of PV modules usually 

provide this coefficient in their product brochures, often labeled either as "temperature 

coefficient of power", "power temperature coefficient", or "max. Power temperature 

coefficient”. This value will be taken as -0.5%/°C for the proposed system. 
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➢ PV nominal operating cell temperature (NOCT): It is the surface temperature that the PV 

array would reach if it were exposed to 0.8 kW/m2 of solar radiation, an ambient 

temperature of 20°C, and a wind speed of 1 m/s. Which provides a measure of how the PV 

cell temperature (the surface temperature of the PV array) varies with the ambient 

temperature and the solar radiation [113]. NOCT will be set to 47°C in this study. 

➢ PV efficiency at standard test conditions: The efficiency at which the PV array converts 

sunlight into electricity with its maximum power point under standard test conditions, and 

it is usually around 15%. 

➢ Additional Note: HOMER assumes the output of the PV array is linearly related to the solar 

radiation incident on the PV array, and independent of the DC bus voltage. That means 

HOMER assumes the PV array has a maximum power point tracker. 

4.4.3 Wind Turbine 

This section describes the basic components of small wind turbines mainly by contrast to 

those of the better-known large turbines. However, there are aspects of turbine operation that are 

common to turbines of all sizes. The main operating parameter is the tip speed ratio (TSR), defined 

as the circumferential velocity of the blade tips divided by the wind speed. The TSR controls the 

blade aerodynamics, in particular the angle of attack of the airflow over the blades. This, in turn, 

sets the L/D ratio and therefore the power output [125]. Most turbines operate with a TSR between 

5 and 10, with the lower values typical of three or more blades and the higher values of two blades 

[126]. 

It can be a challenging control problem to maintain the optimum TSR as the wind speed varies 

in the absence of an anemometer–these are usually too expensive for small turbines. Part of a 

typical power curve (power output versus wind speed) is shown in Figure 68. The major 
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differences between large and small turbines usually occur near the ‘cut-in’ wind speed, the lowest 

at which power is produced, and at the top end where small turbines tend to have a lower ‘rated’ 

wind speed and the differences in safety mechanisms become important. 

 

Figure 68: Proposed wind turbine power curve [127] 

The rated power of the selected wind-turbine(s) depends on the system electricity demand, 

the available wind potential, and the operational characteristics of the machine. The cost of a wind 

turbine varies depending on the type of technology, performance, auxiliary equipment, installation 

location, and power converters. At present, market-available wind turbine installation prices are in 

the range of $3,000 to $6,000/kW [128]. 

Considering these factors, the capital, replacement, and operational costs are taken as $5,000, 

$4,000, and $70/year respectively for a 1 kW system. The high capital installation cost of the wind 

turbine has been the major issue of not utilizing this technology in hybrid systems. By developing 

wind turbine manufacturing technologies, the cost of installing a small wind turbine in a hybrid 



 

 

92 

 

system is expected to be reduced in the future. In this study, various two cost multiplying factors 

for a wind turbine was considered: 0.5 and 1.0. 

According to the discussed loads for each of the proposed cases, the wind turbine sizes are 

increasing by 1 kW step from 0 to 5 kW for HOMER software to consider as it searches for the 

optimal system of each case, including the zero sizes for considering systems without wind turbine. 

4.4.4 Battery 

Storing the produced electrical energy has very high importance for any off-grid system 

design. Even though many battery technologies are commercially available, relatively few are 

found in PV and wind systems. That would be because, unlike regular batteries, solar cells, and 

wind turbine development demand a vast discharge and charge ratio, with a high capacity range to 

meet the desired electrical demand. Several factors may be affecting the performance of batteries 

for an off-grid PV-wind system, namely; temperature, age, discharge rate, and Depth of Discharge 

(DOD) [129]. 

Batteries used in home energy storage typically are made with one of three chemical 

compositions: lead-acid, Lithium-Ion (Li-Ion), and saltwater (see Figure 69). In most cases, Li-

Ion batteries are the best option for a solar panel system, though other battery types can be more 

affordable. Li-Ion batteries are lighter and more compact than lead-acid batteries. They also have 

a higher DoD and longer lifespan when compared to lead-acid batteries [130]. 
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Figure 69: Comparison between hybrid system batteries [130] 

After going through many types of batteries while keeping in mind the factors listed before, 

1 kWh Li-Ion battery type seemed to be a promising choice. The 6 V series battery with a 1 kWh 

rated capacity of 167 Ah (Ampere Hour) was selected. The estimated capital cost of one battery is 

$550, with a replacement cost of $550 and operational and maintenance costs of $10/year. To 

search for the optimal system components, HOMER Optimizer was selected to choose the number 

of batteries depending on the load profile and that includes a zero-value for the software to consider 

systems without batteries. 

It is to be noted that HOMER allows input numbers for either batteries or strings of batteries, 

where a battery string is a group of batteries connected in series together via DC bus. HOMER 

shows the DC bus voltage in parentheses next to the number of batteries per string. The bus voltage 

is the battery's nominal voltage multiplied by the number of batteries per string. In this study, two 

batteries are to be connected in series to form a string, and all strings are connected in parallel to 

form a battery bank. 

4.4.5 Converter 

Any system involving AC and DC elements, such as the proposed hybrid structure, requires 

a converter. The AC power generated by the generator can be converted to DC power stored in 
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battery banks by a convertor. Also, It can convert the DC PV panels or wind turbine power into 

AC power to be used by the load. Nowadays, there is a massive range of converter sizes in the 

market; each customer can choose depending on where it will be used. Large-sized converters or 

a group of converters are used in large network systems, medium-sized converters are used for 

residential and commercial buildings, and small-sized converters are used in small homes [131]. 

The available converters in the market have a capital cost ranges from $200/kW to $400/kW; 

an average cost of 300/kW is taken in this study. With the same cost for the replacement and 

$20/year for the operational costs per kW. Based on the load profile for each case, the suggested 

converter sizes inserted into HOMER ranges from zero up to 7 kW capacity. 

4.4.6 Economical Aspects and Constraints 

HOMER software uses some economic aspects and operational constraints within its 

simulations. Before proceeding to simulations, these aspects and constraints are defined as follows: 

➢ Nominal discount rate: interest rate which is used for converting between annualized costs 

and one-time costs without accounting for the inflation effect. This rate is used in HOMER 

to calculate annual costs and discount factors based on the "net present costs" (NPC). For 

RE projects in the U.S., this rate is averaged at 8.0 percent. Thus, the actual discount rate 

that accounts for the inflation effect was calculated in this study as 5.9 percent [132], using 

1.983% as an expected annual inflation rate. 

➢ Project Lifetime: 25 years was taken as the project lifetime, which is the period at which 

the project is expected to be in operation. 

➢ Operating Reserve: It is the generating amount reserved in the system a spare to conquer 

any sudden lack in electricity supply. This shortage could be resulted from a spike in the 
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load or by renewable energy source intermittency. Operating reserve ensures the reliability 

of the hybrid system regardless of any disruption in meeting the required load. 

In HOMER software, operating reserve value is defined using two main categories: two sub-

inputs are under each category. The main categories are correlated to the load profile irregularity 

and the variability of RE power, as shown in Figure 70. The total required operating reserve is the 

sum of the four values resulting from these four inputs. The value of the required reserve is 

calculated by adding the resulted four values from these inputs together. The hybrid power system 

is run during the HOMER simulation while keeping the reserve greater than or equal to the required 

reserve value. 

 

Figure 70: Operating reserve’s input window in HOMER 

Any power supply deficiency is recorded as a shortage in capacity. Inputs listed in Figure 70 

can be explained as follows: 

➢ As a percent of the current load: In the current time step, the AC and DC percentages of 

primary load are added to the operating reserve required in each time step. In this study, 

10% was used for this value. In other words, the system will have a surplus capacity to 

cover a 10% sudden load increase. 
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➢ As a percent of annual peak load: HOMER adds this percentage of the peak primary load 

(AC and DC separately) to the required operating reserve in each time step. It, therefore, 

defines a constant amount of operating reserve. For example, if the peak AC primary load 

is 40 kW and the user wants to ensure at least 8 kW of operating reserve on the AC bus at 

all times (maybe to cover a 4 kW motor starting load), this input is set to 10%. 

➢ As a percent of solar and wind power outputs: This percentage of the PV and wind power 

capacities is added to the required reserve every time step. In this study, 50% was used for 

this input. In other words, the system must have a surplus capacity to cover a 50% sudden 

output power decrease in the PV or wind systems. 

4.4.7 Summary 

As discussed previously, Table 6 summarizes all inputted data in HOMER for each system 

component: 

Table 6: Summarized input data 

Data Input 
Diesel 

Generator 
PV 

Wind 

Turbine 
Battery Convertor 

Cost 

Size 1 kW 1 kW 1 kW 1 kWh  1 kW 

Capital $900/kW As per the state $5,000/kW $550 $300/kW 

Replacement $700/kW As per the state $4,000/kW $550 $300/kW 

O&M $0.050/hour $10/year $70/year $10/year $20/year 

Properties 

Output current AC DC AC DC AC/DC 

Lifetime 15,000 hours 25 years 20 years 15 years 15 years 

Min. load ratio 25 % - - - - 

PV Derating Factor - 80 % - - - 

PV Slope - As per the state - - - 

PV Azimuth - As per the state - - - 

Ground Reflectance - 20 % - - - 

Efficiency - 15 % - 90 % 
95 % (Inv.) 

95 % (Rec.) 
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Hub Height - - 17.0 m - - 

Batteries per string - - - 2 (16 V) - 

Diesel Prices $0.5/L, 2018 price for each state, $1.5/L 

Cost multiplying factors for wind 

turbine 
0.5, 1.0 

Cost multiplying factors for solar 

panels 
0.5, 1.0 

Real Discount Rate 5.9 % 

Project Lifetime 25 years 

Operating reserve as a percent of 

annual peak load 
10 % 

Operating reserve as a percent of 

solar and wind power outputs 
50 % 

 

 Optimization Results 

HOMER software used all element inputs in the optimization process to find the best 

configuration systems by combining all components; it rejects all impractical configuration 

systems from the successful results, which are the failed configurations do not satisfactorily meet 

the available RE resource or the stated constraints. 12 scenarios (including three diesel prices, two 

wind turbine multipliers, and two solar panels capital cost multipliers) were checked for each 

system configuration on a 2.4 GHz Intel Core i7 computer. Systems were modeled with all 127,000 

alternatives examined, and more than 6.4 Million solutions for all states were found with 75% 

feasible solutions [133]. 

4.5.1 System Configuration 

In the table of the total optimization outcomes, HOMER shows a list of all feasible 

configuration hybrid systems. Feasible configurations are listed based on the configuration's NPC, 

starting from the configuration of the lowest NPC to the configuration of the highest NPC (see 

Figure 71). A component's net present value is calculated by discounting all types of costs from 
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all revenues throughout the project after returning them to the current time. HOMER calculates 

the NPC of the whole system as well as the NPC of each system component. The optimization 

outcomes from HOMER can be classified for fixed sensitivity boundaries. The diesel price for 

each state is fixed at 2018 prices, PV cost multiplier at 1.0, and 1.0 wind turbine cost multiplier 

were considered as the sensitivity parameters. 

 

Figure 71: Optimization results for the Wisconsin state case study 

In all states and for a typical residential building, PV panels, diesel generators, and battery 

systems were observed as the best solution for most cases. Table 7 shows the system architecture 
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of the most suitable configuration for each state according to sensitivity analysis using a diesel 

price at 2018 prices, PV cost multiplier at 1.0, and 1.0 wind turbine cost multiplier. 

Table 7: System architecture for 2018 diesel price, 1.0 PV cost multiplier, and 1.0 wind 

turbine cost multiplier 

State 

PV 

Array 

(kW) 

Wind 

Turbine 

(1.0 kW) 

Diesel 

Gen. 

(kW) 

Battery 

(Strings) 

Converter 

(kW) 

Total 

NPC ($) 

COE 

($/kW) 

Annual Operating 

cost ($/year) 

NM 5.0 0.0 4.8 18.0 3.0 43,880 0.432 1,134 

TX 9.0 0.0 8.7 32.0 5.0 79,421 0.436 2,264 

UT 5.0 0.0 5.9 20.0 3.0 54,418 0.440 1,822 

CO 5.0 0.0 5.4 20.0 3.0 49,756 0.443 1,496 

WY 5.0 0.0 6.6 20.0 3.0 62,118 0.448 2,435 

NV 5.0 0.0 6.8 18.0 3.0 64,504 0.450 2,590 

AZ 7.0 0.0 7.7 30.0 5.0 73,565 0.452 2,284 

AL 5.0 0.0 8.9 12.0 7.0 85,169 0.453 4,255 

MS 5.0 0.0 9.0 12.0 7.0 86,537 0.457 4,339 

KS 5.0 0.0 6.8 20.0 3.0 65,773 0.458 2,638 

LA 5.0 0.0 9.4 12.0 7.0 90,977 0.460 4,635 

NE 5.0 0.0 7.6 8.0 5.0 73,937 0.461 3,721 

FL 5.0 0.0 7.9 8.0 5.0 77,218 0.462 3,923 

OK 5.0 0.0 8.4 12.0 7.0 81,866 0.462 4,062 

AR 5.0 0.0 8.3 10.0 7.0 81,379 0.463 4,054 

ID 7.0 0.0 7.8 32.0 5.0 75,823 0.463 2,339 

IA 5.0 0.0 6.7 20.0 3.0 65,354 0.464 2,655 

SD 5.0 0.0 7.8 8.0 5.0 76,071 0.465 3,895 

NC 5.0 0.0 8.1 10.0 7.0 79,310 0.466 3,970 

ND 5.0 0.0 8.9 12.0 7.0 87,186 0.466 4,462 

HI 5.0 0.0 3.8 16.0 3.0 37,336 0.467 798 

MO 5.0 0.0 7.9 10.0 7.0 78,088 0.467 3,889 

VA 5.0 0.0 8.5 12.0 7.0 83,755 0.467 4,201 

GA 5.0 0.0 8.0 10.0 7.0 78,969 0.468 3,888 

SC 5.0 0.0 8.3 10.0 7.0 81,605 0.468 4,056 

CA 5.0 0.0 4.1 16.0 3.0 40,594 0.470 1,029 

MN 5.0 0.0 9.0 12.0 7.0 88,999 0.470 4,548 

TN 5.0 0.0 9.2 12.0 7.0 90,809 0.470 4,674 

IL 5.0 0.0 5.6 18.0 3.0 55,883 0.477 2,022 

MT 5.0 0.0 6.3 22.0 3.0 63,396 0.477 2,446 

DE 5.0 1.0 7.0 18.0 3.0 70,000 0.478 2,630 

KY 5.0 0.0 8.5 12.0 7.0 85,736 0.479 4,311 

WV 5.0 0.0 8.2 10.0 7.0 83,003 0.479 4,272 
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IN 5.0 0.0 7.4 8.0 5.0 74,874 0.480 3,764 

OH 5.0 0.0 6.6 20.0 3.0 66,716 0.482 2,725 

WI 3.0 0.0 5.2 6.0 3.0 52,527 0.482 2,750 

MI 3.0 0.0 4.9 6.0 5.0 50,006 0.485 2,548 

DC 5.0 0.0 5.3 20.0 3.0 54,427 0.487 1,845 

MD 5.0 0.0 7.6 8.0 5.0 77,895 0.487 4,027 

PA 5.0 1.0 6.3 18.0 3.0 64,778 0.487 2,337 

CT 5.0 0.0 5.6 16.0 3.0 57,309 0.491 2,194 

MA 3.0 0.0 4.7 6.0 3.0 48,801 0.493 2,468 

RI 3.0 0.0 4.5 10.0 3.0 46,171 0.494 2,106 

ME 3.0 0.0 4.1 6.0 3.0 42,372 0.496 2,059 

VT 3.0 0.0 4.2 10.0 3.0 43,981 0.498 2,007 

NJ 3.0 0.0 5.1 6.0 5.0 53,389 0.501 2,749 

NH 3.0 0.0 4.7 6.0 3.0 49,171 0.504 2,518 

NY 3.0 0.0 4.5 6.0 3.0 47,612 0.510 2,390 

WA 5.0 0.0 7.7 8.0 5.0 83,691 0.514 4,468 

OR 5.0 0.0 7.2 20.0 3.0 78,344 0.517 3,176 

AK 3.0 0.0 4.7 6.0 5.0 55,629 0.567 2,946 

This study compares states according to their Levelized Cost of Energy (COE) where 

HOMER defines it as the average power generated cost for each kWh of the electrical energy 

generated by the hybrid system. Figure 72 shows the COE for each state. It can be noticed from 

the figure that Alaska has the highest COE value of around $0.567/kWh, and the lowest COE value 

is in New Mexico, with approximately $0.432/kWh. The average COE for all states was found to 

be around $0.475/kWh; these results are discussed in the following sections. 
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Figure 72: U.S. Average COE per state at 2018 diesel price, 1.0 PV cost multiplier, and 1.0 

wind turbine cost multiplier for a typical Home 

4.5.2 Cost Summary 

Figure 73 shows the cost summary, which presents the cash flow value as a percentage or as 

a yearly cost in the simulation results window. Outcomes are categorized by the type of cost or by 

component. For the residential building case study and compared to other hybrid components, it 

can be observed from the outcomes that the higher NPC values are for the battery and the diesel 

generator for all states. That can be anticipated to the residential building load profile and the high 

electricity demand during the night, where the electricity should be stored to electrify the building 

at night (from 6:00 PM to 11:00 PM). 
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Figure 73: Cost summary window for Wisconsin case study 

The cash flow graph resulted from the simulated system is shown in Figure 73. In this graph, 

the total outflow cash at the negative side of the total inflow cash at the positive side of the graph 

is represented as bars for each component. Outflow values could represent diesel expenses, 

equipment replacement costs or operation and maintenance (O&M) costs. Inflow cash could 

represent revenue from selling the generated electricity or selling a piece of equipment at the end 

of its useful lifecycle. HOMER represents cash flows by a filled bar for each component in 

different colors. The color for each bar represents capital cost, O&M cost, replacement cost, 

salvage cost, and diesel price, where the salvage cost is the positive value by the end of the project 

lifetime. 

4.5.3 Electrical Aspects 

The total electricity produced by the proposed hybrid system is the summation of the 

generated electricity by each component in a single year. The outcomes present the total annual 
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power output from every electricity-producing element of the hybrid energy system. The load 

profile for each state has a significant effect on the system generating electricity. 

It can be spotted from Figure 74 that, for the residential case study in Wisconsin, in winter, 

the generator has the longest run time. Some of the produced energy cannot be utilized in charging 

batteries nor contributed to meeting the electricity load. This portion of the generated power is 

called the surplus, which is dumped into the grid. A surplus occurs when either the diesel generator 

or a renewable energy source generates electricity exceeding the required load. The batteries are 

fully charged and cannot absorb more electricity. 

 

Figure 74: Monthly averaged electrical energy production for Wisconsin case study 

4.5.4 Results Comparison 

A comparison for three different cases from the high, average, and low COE was performed. 

The comparison Table 12 for the three states (Texas, Wisconsin, and Oregon) shows the 

component sizes, capital cost, NPC, COE, the daily radiation, and the diesel prices. It can be 

noticed that Oregon has a higher COE than Wisconsin, although Wisconsin has lower daily 
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radiation, and that can be related to the high diesel rate in Oregon. The Texas case study has the 

lowest diesel price with the highest daily radiation rate, which resulted in having the lowest COE 

among the three cases. 

Table 8: Comparison of three stats at 2018 diesel price, 1.0 PV cost multiplier and 1.0 wind 

turbine cost multiplier 

Component Texas Wisconsin Oregon 

PV Array (kW) 9.0 3.0 5.0 

Diesel Gen. (kW) 8.7 5.2 7.2 

Battery (1 kWh Li-Ion) 32 6 20 

Converter (kW) 5.0 3.0 3.0 

Total net present cost ($) 79,421 52,527 78,344 

Annual Operating cost ($) 2,264 2,750 3,176 

COE ($/kWh) 0.436 0.482 0.517 

Daily Radiation (kWh/m2/day) 4.93 3.73 4.48 

Diesel Prices ($/L) 0.670 0.705 0.892 

Based on the results of the COE for each state, the correlation between the COE, diesel prices, 

and daily radiation is presented in Figure 75 for all states. The gray line represents the diesel prices. 

In most cases, the cost of generating power from the system increased as the diesel prices increased 

and increased COE. On the other side, the COE has been affected adversely by the daily radiation. 

The power generated by the solar panels was increased at the higher daily radiation rates, which 

reduced the price of the generated power, and that was responsible for lowering the COE. 



 

 

105 

 

 

Figure 75: COE, diesel price, and daily radiation for each state 

The diesel price and the daily radiation for each state substantially affect how the system will 

produce electric power. Table 9 displays the annual energy production from each electricity-

producing system of the hybrid power system, along with the total electrical production. 

Wisconsin’s low daily radiation rate led to only 38.6% of the generated power to be generated 

from the PV panels compared to 56.4% and 75.7% for Oregon and Texas, respectively. The diesel 

prices have a lower effect than the daily radiation on energy production, as in Oregon, where it has 

the highest diesel rate in 2018 among the three cases. However, diesel generators contributed to 

61.4% of the total energy production in Wisconsin compared to only 43.6% in the Oregon case. 
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Table 9: Electrical production for three stats at 2018 diesel price, 1.0 PV cost multiplier, and 

1.0 wind turbine cost multiplier Home application 

Component 

Texas Wisconsin Oregon 

Production 

(kWh/year) 
Fraction 

Production 

(kWh/year) 
Fraction 

Production 

(kWh/year) 
Fraction 

PV 13,456 75.7% 3,832 38.6% 7,671 56.4% 

Diesel Gen. 4,324 24.3% 6,088 61.4% 5,927 43.6% 

Total 17,780 100% 9,920 100% 13,597 100% 

 

4.5.5 CO2 Emission 

The impact of the high greenhouse gas (GHG) concentrations impact would take quite some 

time to be notable as one of the deep-rooted characteristics of the interrelating climate, 

environmental, and social-economic stability [134]. Nonetheless, stable CO2 concentration in the 

atmosphere does not necessarily mean the global warming and sea level would not remain to occur 

and rise in the future since the natural climate cycles would still happen, due to multiple 

irretrievable climate changes that had happened in the past. 

The operation of renewable energy resources in the proposed system in this study does not 

affect increasing GHG emissions. It also does not emit other substances that might be non-

environmentally friendly. Replacing the conventional resources with renewable energy resources 

for generating electricity will result in a substantial GHG emissions reduction. However, the only 

source of GHG emissions is the fossil fuel generator as a part of a stand-alone hybrid system. 

Therefore, Table 10, presents the total output of emissions for the three states (Texas, Wisconsin, 

and Oregon), which shows the annual amount in kg (kg/year) for each pollutant formed by the 

proposed power system. Nevertheless, it is worth mentioning that hybrid systems generally have 

45% – 75% fewer emissions values than diesel generator systems for a similar case. 
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Table 10: Emissions outputs for three stats at 2018 diesel price, 1.0 PV cost multiplier and 

1.0 wind turbine cost multiplier 

Pollutant 

Texas Wisconsin Oregon 

Hybrid 

System 

Diesel 

System 

Hybrid 

System 

Diesel 

System 

Hybrid 

System 

Diesel 

System 

Carbon dioxide (kg/year) 3,474 12,555 4,941 7,539 5,055 10,552 

Carbon monoxide (kg/year) 21.90 79.10 31.10 47.50 31.9 66.50 

Unburned hydrocarbons (kg/year) 0.96 3.45 1.36 2.07 1.39 2.90 

Particulate matter (kg/year) 0.13 0.48 0.19 0.29 0.193 0.40 

Sulfur dioxide (kg/year) 8.51 30.70 12.10 18.50 12.4 25.80 

Nitrogen oxides (kg/year) 20.60 74.30 29.30 44.60 29.9 62.50 

 

 Different Scenarios 

4.6.1 Sensitivity Analysis 

The PV cost, wind turbine cost, and diesel price are the three scenarios’ variables to be 

considered in this study. Also, different alternatives are introduced as listed in the previous section 

to find the optimum system configuration presented by the technologies combination and the 

number and size of each component. 

For each of the different scenarios’ values, HOMER simulates all systems in their respective 

search space. An hourly time-series simulation for every possible system type and configuration 

is done for one year. The optimization results in a graphical form are shown in the below figures. 

In these figures, various Optimal System Types (OST) are displayed as functions of different 

scenario parameters. These plots are given in terms of diesel price and wind turbine price 

multiplier. 

When it comes to the Wisconsin case study, and with the PV cost multiplier set at 1.0 in 

Figure 76, a generator/PV/battery hybrid system is found to be the most suitable for stand-alone 

loads. However, if the wind turbine price reduced shortly to 10% of its current price, the system 
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of generator/PV/wind/battery appears to be the best choice for the high diesel price rates, and at 

less wind turbine cost multipliers this configuration starts to appear at lower diesel rates. On the 

other hand, when the PV cost multiplier is reduced to 0.5 in Figure 77, the OST for the Wisconsin 

case changed as shown; it resulted that the generator/PV/wind/battery appears after reducing the 

wind cost by 70% of the current cost with slightly reduced COE values. 

 

Figure 76: OST with 1.0 PV cost multiplier for Wisconsin case study 

 

Figure 77: OST with 0.5 PV cost multiplier for Wisconsin case study 

For the Oregon case study, considering a PV cost multiplier 1.0 in, a PV/Generator/battery 

hybrid system is suitable for stand-alone loads, even with the diesel price increased to $1.5/L or 

decreased to $0.5/L as indicated in Figure 78. Therefore, while expecting the wind turbine costs 

to reduce shortly to reach 50% from its price, the PV/Generator/battery system would still be the 
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best configuration. Figure 79 represents a scenario where the PV cos multiplier is reduced to 0.5, 

noting that there are no changes on the graph except for the reduction in the COE values. 

 

Figure 78: OST with 1.0 PV cost multiplier for the Oregon case study 

 

Figure 79: OST with 0.5 PV cost multiplier for the Oregon case study 

OST was investigated for the Texas case study in Figure 80, where a 1.0 PV cost multiplier 

was considered. Diesel price and wind turbine cost multiplier values were taken as the different 

scenario parameters. Irrespective of diesel price, a generator/PV/battery hybrid system would be 

feasible unless the wind turbine is reduced by less than 0.85 of its current cost. Figure 81 shows 

the OST for an 0.5 PV cost multiplier. This figure stresses the fact that, if the wind turbine becomes 

below 0.65 of it is current cost, the generator/PV/wind/battery configuration would probably be 

the feasible solution. 
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Figure 80: OST with 1.0 PV cost multiplier for Texas case study 

 

Figure 81: OST with 0.5 PV cost multiplier for Texas case study 

4.6.2 Different Applications 

The simulation procedure has been repeated for both commercial and industrial applications 

to understand the effect of having a different load profile on the system configuration selection for 

each case. Figure 82 and Figure 83 shows the COE for each state for commercial building and 

industrial facility, respectively. After comparing these results of the three applications, it has been 

noticed that the size of the system affects the COE values, where the higher the system size the 

lower the COE for the system. For example, in Wisconsin, the COE for the home case study is 

0.482, and it becomes 0.403 and 0.379 for the commercial building and industrial facility, 

respectively. 
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Figure 82: U.S. Average COE per state at 2018 diesel price, 1.0 PV cost multiplier, and 1.0 

wind turbine cost multiplier for a typical Commercial building 

 

Figure 84, Figure 86, and Figure 85 display the cash flow summary for all case studies for 

Wisconsin state broken down by component and by cost type. For the Home case study, it can be 

noticed from the chart in  

Figure 84 that the battery and the diesel generator are having higher NPC values than the 

other components, this is due to the need to store energy and power the building at night (from 

6:00 PM to 11:00 PM), which has the highest power demand during the day. 

For the Commercial building case study and from the chart in Figure 85, it is obvious that the 

PV is having a larger amount of NPC than the home case study; this can be explained according 

to its load profile, which has higher power demand during daylight (from 8:00 AM to 5:00 PM). 
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From the Industrial facility case cash flow summary in Figure 86, the diesel generator 

component appears as the maximum NPC value due to the variation of load demand during the 

day. 

Figure 83: U.S. Average COE per state at 2018 diesel price, 1.0 PV cost multiplier, and 1.0 

wind turbine cost multiplier for a typical Industrial facility 
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Figure 84: Cash flow summary for a Home case study for Wisconsin state

Figure 85: Cash flow summary for Commercial building case study for Wisconsin state 
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Figure 86: Cash flow summary for Industrial facility case study for Wisconsin state 

 

Table 11 displays the total annual energy output from each electrical energy-producing 

component of the power system, along with the total electrical production. The table is an electrical 

production comparison between three stats for the three application case studies. The load profile 

for each case has a strong effect on how the system will produce electric power. It can be spotted 

that, for the Home case, the PV panels have a high contribution in producing electricity in states 

with high solar irradiation values as in Oregon and Texas with more than 50% of the total 

electricity production, and a lower percentage for states with low solar irradiation values as 

Wisconsin. However, for the Commercial building case, the PV panels have the highest electricity 

production percentage at most states with more than 50% despite its solar irradiation and that due 

to the load profile for this application throughout the year. 
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Table 11: Electrical production for three stats at 2018 diesel price, 1.0 PV cost multiplier, 

and 1.0 wind turbine cost multiplier for different applications 

State Application Component PV Diesel Gen. Total 

Texas 

Home 
Production (kWh/year) 13,456 4,324 17,780 

Fraction 75.7% 24.3% 100% 

Commercial 

building 

Production (kWh/year) 747,558 381,753 1,129,311 

Fraction 66.2% 33.8% 100% 

Industrial 

facility 

Production (kWh/year) 3,588,278 6,346,098 9,934,376 

Fraction 36.1% 63.9% 100% 

Wisconsin 

Home 
Production (kWh/year) 3,832 6,088 9,920 

Fraction 38.6% 61.4% 100% 

Commercial 

building 

Production (kWh/year) 638,690 451,500 1,090,190 

Fraction 58.6% 41.4% 100% 

Industrial 

facility 

Production (kWh/year) 3,065,713 6,777,772 9,843,485 

Fraction 31.1% 68.9% 100% 

Oregon 

Home 
Production (kWh/year) 7,671 5,927 13,597 

Fraction 56.4% 43.6% 100% 

Commercial 

building 

Production (kWh/year) 613,667 443,382 1,057,049 

Fraction 58.1% 41.9% 100% 

Industrial 

facility 

Production (kWh/year) 3,201,942 6,593,042 9,794,984 

Fraction 32.7% 67.3% 100% 

In the case study of an industrial facility, the diesel generator has the highest electricity 

production percentage due to the long working hours (24 hours a day) for industrial applications 

in all three states. Appendix D and Appendix F shows the electrical production for all states for the 

Commercial, and Industrial application, respectively. 

The data map (DMap) in Figure 87, is a type of graph showing one year of time series data. 

With the time of day on one axis and day of the year on the other, each time step of the year is 

represented by a rectangle which is colored according to the data value for that hour, Figure 87 

show the power output of the generator in each hour of the year for the three applications in 

Wisconsin case study. 
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For the Home case study, the concentrated area, which is denoted by the colored stripes 

representing the use of a diesel generator, lies in the early and late hours of the day. On the other 

hand, there would be a minor use of the diesel generator throughout the year for the commercial 

building case study. That is due to the loaded nature and working hours of the building, which is 

normally around midday. In the last case of an industrial facility, the map illustrates a major need 

for the diesel generator, especially at the beginning and end of daylight hours, which is due to the 

absence of sunlight and the need for a high electrical energy supply. 

Noting from Appendix E and Appendix G that the emission values for hybrid systems are 

between 45-75% less than emission values for diesel systems for the same case study at all 

applications. 
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a) Home 

 

b) Commercial building 

 

c) Industrial facility 

Figure 87: DMap of the Generator for three applications in Wisconsin case study: a) Home 

b) Commercial building c) Industrial facility 
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4.6.3 Fuels of the Generator 

Generating power by using a natural gas generator is widely used. Natural gas can be used to 

power both emergency and portable generators and it is considered one of the most affordable, 

clean, and effective fuels among fossil fuels nowadays [135]. The liquid form of the natural gas 

can be transported and then converted into its gaseous form to be used in the generators. 

This study considered diesel as the fuel for the generator. The simulation then repeated using 

the natural gas as the fuel, to compare between both fuels. Table 12 shows a comparison between 

the use of a diesel generator and natural gas one for residential building application in three 

different states (Texas, Wisconsin & Oregon). It can be noticed that considering the natural gas 

generator which has lower installation and running cost than the diesel generator, reduces the net 

present cost, the COE, PV size, and the number of batteries at all states. 

Table 12: Comparison of three stats at 2018 fuel prices, 1.0 PV cost multiplier and 1.0 wind 

turbine cost multiplier for home application 

Component Texas Wisconsin Oregon 

Fuel type Diesel 
Natural 

Gas 
Diesel 

Natural 

Gas 
Diesel 

Natural 

Gas 

PV Array (kW) 9.0 5.0 3.0 3.0 5.0 3.0 

Gen. (kW) 8.7 8.7 5.2 5.2 7.2 7.2 

Battery (1 kWh Li-Ion) 32 8 6 4 20 8 

Converter (kW) 5.0 5.0 3.0 3.0 3.0 5.0 

Total net present cost ($) 79,421 58,911 52,527 35,819 78,344 51,542 

Annual Operating cost ($) 2,264 2,901 2,750 1,784 3,176 2,486 

COE ($/kWh) 0.436 0.323 0.482 0.328 0.517 0.340 

Daily Radiation (kWh/m2/day) 4.93 4.93 3.73 3.73 4.48 4.48 

Fuel Price 
0.670 

$/L 

0.300 

$/m3 

0.705 

$/L 

0.220 

$/m3 

0.892 

$/L 

0.280 

$/m3 

Gen. working hours 631 1,519 1,552 1,899 1,323 1,448 

Production (kWh) 4,324 9,478 6,088 6,180 5,927 8,722 

Gen. production fraction 24.3% 55.9% 61.4% 61.7% 43.6% 65.5% 
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Chapter 5: Conclusions and Future Work Recommendations 

 Research Conclusions 

5.1.1 Conclusions of the Cavitation Characteristics 

In this study, the relation between the cavitation number and the lift to drag ratio was 

investigated. The simulation for the hydrofoil in the water tunnel was done for four different AoA 

at two water flow velocities (9.1 m/s and 12.2 m/s). The validation of using the CFD software has 

been done by comparing the simulation results with published experimental data and by showing 

that both effects have the same trend with a maximum average relative error of 10%, which is 

estimated in the acceptable range of accuracy for CFD software. 

The designed hydrofoil was 3D printed along with other parts, such as the water straightener, 

and was used in building the experimental setup for testing. The experimental setup had two 

reservoirs; an elevated tank upstream of the turbine and a downstream sink with a circulating pump 

in between. The hydrofoil was installed in a clear water tunnel to capture the cavitation by a high-

speed camera. The images captured by the high-speed camera were used in the validation and 

comparison process. 

The validation and comparison were accomplished through three steps: visual validation, 

CFD simulation results, and image processing. The VVF scenes and high-speed camera images 

were compared and validated, visually, the cavitation behavior and pattern. The image processing 

confirmed the percentages of the cavitation area, numerically and experimentally, with almost 

matching values. 

It was found that the amount of the generated vapor over the NACA 66-012 hydrofoil strongly 

affects the lift and drag coefficients and the turbomachines' performance. With the 3rd order curves, 

where most of the points were fit on the graphs between the VVF and lift/drag coefficients, the 
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more bubbles generated over the hydrofoil, the drag coefficient tends to increase to a specific limit; 

it starts to decrease in most AoA cases. The lift coefficient, however, decreases by increasing the 

VVF values in all cases. The drag and lift coefficients tend to increase when increasing the AoA 

at the same cavitation number due to degradation of the average flow velocity over the hydrofoil. 

For a given cavitation number, the higher the AoA, the VVF value becomes higher, and, thus, the 

possibility of occurring cavitation increases. The correlation between the VVF and the cavitation 

number for each AoA was found to give a 4th order curve that could fit through them. 

Finally, what one also notices is that, for the same AoA, when the cavitation number starts to 

decrease, the VVF starts to form. Thus, more cavitation occurs. At high cavitation numbers, the 

cavitation formed only on the leading-edge tip of the hydrofoil, while when the cavitation number 

decrease, the cavitation formed all over the hydrofoil. The lift to drag ratio decreases with the 

formation of the cavitation over the hydrofoil, which leads to the fact that the cavitation is dropping 

the efficiency of the turbomachines. 

5.1.2 Conclusions of the Cavitation Treatment Simulations 

In this study, a method to treat the cavitation phenomenon over a hydrofoil was introduced. 

The cavitation treatment via air injection was investigated numerically. The CFD simulations 

monitored the VVF scenes to study cavitation behavior. With eight water inlet velocities per each 

AoA case, all cases were simulated including no aeration and air injection cases at 0 psig air 

pressure. The first group was simulated without air injection to provide baseline data for the 

comparison process. Then, the air was introduced at 0 psig to examine the effect of injecting air. 

The air was injected via 6 and 3 air slots over the hydrofoil. 

As a result, the following can be concluded: 
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• The air injection showed an increase in the absolute pressure in the system offsetting 

most zones' pressure above the water vapor pressure. 

• Air injection at 0 psig and 6 air slots showed an average VVF reduction of 97.9% when 

compared to no aeration case. 

• Air injection at 0 psig and 3 air slots showed an average VVF reduction of 93% when 

compared to no aeration case. 

• The cavitation was further reduced while increasing the air injection slots. 

• The cavitation reduction was substantial and reached 99% in some cases. 

• The air injection exhibited an effective method in the mitigation and treatment of the 

cavitation phenomenon in hydro turbines. 

5.1.3 Conclusion of the Hybrid Systems Optimization in Remote Areas 

Whether generation systems are off-grid or on-grid, currently, hybrid renewable energy 

systems are still less feasible than conventional fossil-fuel-based power resources. Yet, the 

continuous need for cleaner energy and increased demand for alternative energy resources involves 

ample opportunity for utilizing such systems. 

Several renewable (i.e., solar and wind) and non-renewable (i.e., fossil-fuel-based) energy 

resources with a storage system (battery) were presented in the current study. An optimization 

software tool by NREL called HOMER was utilized to detect the possible hybrid energy systems’ 

configurations with taking applicability and feasibility into consideration. Subsequently, and based 

on the analysis presented, below are the main findings and conclusions of this research: 

• The most proper combination for a residential building in most states is the PV-diesel 

generator system equipped with battery storage. Such a system can deliver 30 kWh/day 

on average with a peak of 5.3 kW with an energy cost of $0.43/kWh to $0.57/kWh. 
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• The most impactful variables on selecting the best combination for each state and COE 

values are the daily radiation and the diesel price. 

• Hybrid systems can have 45-75% less GHG emissions than conventional generation 

systems. 

• The relatively low cost of wind turbines makes the generator-PV-wind-battery system 

combination the optimum option in some cases. 

• The selection process of the best suitable configuration in most states largely depends 

on diesel prices. 

• The size of the system (Home, commercial, and facility) affects the COE values, where 

the higher the system size the lower the COE for the system for the same state. Also, it 

affects the power generated by the hybrid system, where the working hours for each 

application changing the hybrid system performance. 

• The natural gas generator has a lower installation and running cost than the diesel 

generator, reduces the net present cost, the COE, PV size, and the number of batteries 

at all states. 

For more feasible and cost-competitive hybrid systems, multiple and more extensive systems 

are recommended over single stand-alone units. The economies of scale can reduce that energy 

cost to be comparable with the current average utility electricity prices.  Also, to take hybrid 

systems to a commercial scale with acceptable feasibility, substantial research and development 

are highly recommended. 
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 Future Work Recommendations 

5.2.1 Recommendation for the Cavitation Treatment 

The work that was completed during this study is promising and can lead to a breakthrough 

in cavitation treatment technologies, extending the lifespan of the hydro turbines, and enhancing 

their performance over time. Therefore, the following can be investigated in the future on the same 

setup to expand on this study: 

• Examine the effect of changing the air injection slots' size and location. 

• Expand the experimental setup by developing the water tunnel to enable running it as 

a professional water tunnel and controlling the cavitation number over the hydrofoils. 

• Testing more hydrofoils at the experimental setup. 

• Further investigation for optimizing the air injection design and location 

experimentally, some parameters were not evaluated in this study and some of these 

are more hydrofoils AoA and the effect of the air slots openings on the hydrofoil 

construction. 

5.2.2 Recommendation for the Hybrid System  

Based on the findings of the study in hand, future work is recommended as below: 

• More optimization regarding the effects of including one more energy storage type, by 

produce hydrogen, using electrolyzer during and supply the hydrogen into a fuel cell to 

generate electricity. 

The Fuel Cell (FC), schematically shown in Figure 88, is an electrochemical device that 

produces electricity through the reaction of hydrogen and oxygen in the presence of an electrolyte. 

Most of the fuel cells made have three components: the anode, the cathode, and the electrolyte. 

After the chemical reactions occur between these components with consuming the hydrogen fuel 
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through it, the results are water or carbon dioxide and generate electric current. The current 

generated is used to power an electrical load. 

 

Figure 88: Fuel Cell block diagram [136] 

Electrolysis is using the electric current to break down the water (H2O) into oxygen (O2) and 

hydrogen gas (H2). As per Figure 89, an electrical power source is connected to two electrodes or 

two plates that are placed in water. Hydrogen appears at the cathode and oxygen appears at the 

anode (the positively charged electrode). 

 

Figure 89: Diagram of an Electrolyzer cell and the basic principle of operation [137] 
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Appendices 

Appendix A: Sites Data 

State   Diesel Prices ($/L)   Wind speed (m/s)  
 Daily Radiation 
(kWh/m2/day)  

 Louisiana  0.669 4.05 4.39 

 Tennessee  0.706 4.26 4.14 

 Minnesota  0.700 5.36 3.69 

 Mississippi  0.669 4.25 4.41 

 Alabama  0.669 4.01 4.44 

 North Dakota  0.705 5.78 3.74 

 Texas  0.670 6.06 4.93 

 Virginia  0.706 4.37 4.01 

 Kentucky  0.705 4.60 3.94 

 Oklahoma  0.705 6.10 4.35 

 Arkansas  0.669 5.40 4.25 

 South Carolina  0.706 4.18 4.41 

 West Virginia  0.706 4.15 3.75 

 North Carolina  0.705 4.50 4.25 

 Georgia  0.706 3.92 4.47 

 Florida  0.714 4.84 4.74 

 Missouri  0.705 5.77 4.18 

 South Dakota  0.705 5.89 4.01 

 Idaho  0.757 4.11 4.33 

 Arizona  0.892 4.93 5.32 

 Washington  0.864 4.06 3.57 

 Nebraska  0.705 5.94 4.21 

 Maryland  0.763 5.06 3.85 

 Indiana  0.705 5.73 3.84 

 Oregon  0.892 4.41 4.48 

 Delaware  0.763 6.39 3.98 

 Kansas  0.705 6.38 4.32 

 Nevada  0.892 5.49 5.08 

 Iowa  0.705 5.85 3.92 

 Wyoming  0.757 6.12 4.33 

 Ohio  0.691 5.63 3.74 

 Montana  0.892 4.93 3.95 

 Pennsylvania  0.764 6.26 3.56 

 Utah  0.757 4.74 4.72 

 Illinois  0.705 5.59 3.93 

 Connecticut  0.747 5.38 3.78 
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 Colorado  0.726 6.13 4.54 

 District of Columbia  0.763 4.55 3.98 

 Wisconsin  0.705 5.62 3.73 

 New Jersey  0.763 5.77 3.80 

 Michigan  0.705 5.70 3.64 

 New Mexico  0.667 5.14 5.21 

 Massachusetts  0.746 5.63 3.70 

 Alaska  0.892 3.98 2.70 

 New Hampshire  0.747 4.65 3.47 

 New York  0.765 4.50 3.50 

 Rhode Island  0.747 6.33 3.81 

 Vermont  0.747 4.65 3.47 

 California  0.940 5.09 5.40 

 Maine  0.747 4.70 3.47 

 Hawaii  0.893 6.76 5.77 
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Appendix B: Electrical production for each stat at 2018 diesel price, 1.0 PV cost 

multiplier, and 1.0 wind turbine cost multiplier for Home application 

State   PV Diesel Gen. 
Wind 

Turbine 
Total 

 Louisiana  

Production 
(kWh/year) 

6,528 11,208 - 17,736 

Fraction 36.8% 63.2% - 100% 

 Tennessee  

Production 
(kWh/year) 

6,416 11,040 - 17,457 

Fraction 36.8% 63.2% - 100% 

 Minnesota  

Production 
(kWh/year) 

6,632 10,703 - 17,335 

Fraction 38.3% 61.7% - 100% 

 Mississippi  

Production 
(kWh/year) 

6,627 10,471 - 17,099 

Fraction 38.8% 61.2% - 100% 

 Alabama  

Production 
(kWh/year) 

6,686 10,284 - 16,970 

Fraction 39.4% 60.6% - 100% 

 North Dakota  

Production 
(kWh/year) 

6,731 10,412 - 17,143 

Fraction 39.3% 60.7% - 100% 

 Texas  

Production 
(kWh/year) 

13,456 4,324 - 17,780 

Fraction 75.7% 24.3% - 100% 

 Virginia  

Production 
(kWh/year) 

6,566 9,817 - 16,383 

Fraction 40.1% 59.9% - 100% 

 Kentucky  

Production 
(kWh/year) 

6,215 10,081 - 16,295 

Fraction 38.1% 61.9% - 100% 

 Oklahoma  

Production 
(kWh/year) 

6,836 9,453 - 16,289 

Fraction 42% 58% - 100% 

 Arkansas  

Production 
(kWh/year) 

6,550 9,702 - 16,252 

Fraction 40.3% 59.7% - 100% 

 South Carolina  

Production 
(kWh/year) 

6,776 9,432 - 16,208 

Fraction 41.8% 58.2% - 100% 

 West Virginia  

Production 
(kWh/year) 

6,002 9,965 - 15,967 

Fraction 37.6% 62.4% - 100% 

 North Carolina  Production 6,673 9,249 - 15,922 
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(kWh/year) 

Fraction 41.9% 58.1% - 100% 

 Georgia  

Production 
(kWh/year) 

6,740 9,031 - 15,771 

Fraction 42.7% 57.3% - 100% 

 Florida  

Production 
(kWh/year) 

6,786 8,813 - 15,599 

Fraction 43.5% 56.5% - 100% 

 Missouri  

Production 
(kWh/year) 

6,602 9,050 - 15,652 

Fraction 42.2% 57.8% - 100% 

 South Dakota  

Production 
(kWh/year) 

6,887 8,815 - 15,702 

Fraction 43.9% 56.1% - 100% 

 Idaho  

Production 
(kWh/year) 

10,783 4,443 - 15,226 

Fraction 70.8% 29.2% - 100% 

 Arizona  

Production 
(kWh/year) 

11,574 3,850 - 15,424 

Fraction 75% 25% - 100% 

 Washington  

Production 
(kWh/year) 

6,199 9,175 - 15,375 

Fraction 40.3% 59.7% - 100% 

 Nebraska  

Production 
(kWh/year) 

7,082 8,473 - 15,554 

Fraction 45.5% 54.5% - 100% 

 Maryland  

Production 
(kWh/year) 

6,189 8,851 - 15,040 

Fraction 41.1% 58.9% - 100% 

 Indiana  

Production 
(kWh/year) 

6,179 8,597 - 14,776 

Fraction 41.8% 58.2% - 100% 

 Oregon  

Production 
(kWh/year) 

7,671 5,927 - 13,597 

Fraction 56.4% 43.6% - 100% 

 Delaware  

Production 
(kWh/year) 

6,397 5,192 1,587 13,176 

Fraction 48.5% 39.4% 12% 100% 

 Kansas  

Production 
(kWh/year) 

7,035 5,689 - 12,724 

Fraction 55.3% 44.7% - 100% 

 Nevada  

Production 
(kWh/year) 

8,474 4,751 - 13,225 

Fraction 64.1% 35.9% - 100% 

Iowa Production 6,543 5,869 - 12,412 
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(kWh/year) 

Fraction 52.7% 47.3% - 100% 

Wyoming 

Production 
(kWh/year) 

7,500 5,010 - 12,509 

Fraction 60% 40% - 100% 

Ohio 

Production 
(kWh/year) 

6,013 6,130 - 12,143 

Fraction 49.5% 50.5% - 100% 

Montana 

Production 
(kWh/year) 

7,145 4,720 - 11,865 

Fraction 60.2% 39.8% - 100% 

Pennsylvania 

Production 
(kWh/year) 

5,874 4,702 1,473 12,049 

Fraction 48.7% 39% 12.2% 100% 

Utah 

Production 
(kWh/year) 

7,916 3,575 - 11,491 

Fraction 68.9% 31.1% - 100% 

Illinois 

Production 
(kWh/year) 

6,374 4,452 - 10,825 

Fraction 58.9% 41.1% - 100% 

Connecticut 

Production 
(kWh/year) 

6,303 4,667 - 10,971 

Fraction 57.5% 42.5% - 100% 

Colorado 

Production 
(kWh/year) 

7,858 2,927 - 10,785 

Fraction 72.9% 27.1% - 100% 

District of Columbia 

Production 
(kWh/year) 

6,438 3,851 - 10,289 

Fraction 62.6% 37.4% - 100% 

Wisconsin 

Production 
(kWh/year) 

3,832 6,088 - 9,920 

Fraction 38.6% 61.4% - 100% 

New Jersey 

Production 
(kWh/year) 

3,720 6,118 - 9,838 

Fraction 37.8% 62.2% - 100% 

Michigan 

Production 
(kWh/year) 

3,699 5,881 - 9,580 

Fraction 38.6% 61.4% - 100% 

New Mexico 

Production 
(kWh/year) 

8,405 1,982 - 10,387 

Fraction 80.9% 19.1% - 100% 

Massachusetts 

Production 
(kWh/year) 

3,745 5,417 - 9,162 

Fraction 40.9% 59.1% - 100% 

 Alaska  Production 3,186 6,027 - 9,213 
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(kWh/year) 

Fraction 34.6% 65.4% - 100% 

 New Hampshire  

Production 
(kWh/year) 

3,520 5,508 - 9,028 

Fraction 39% 61% - 100% 

 New York  

Production 
(kWh/year) 

3,561 5,167 - 8,729 

Fraction 40.8% 59.2% - 100% 

 Rhode Island  

Production 
(kWh/year) 

3,805 4,676 - 8,481 

Fraction 44.9% 55.1% - 100% 

 Vermont  

Production 
(kWh/year) 

3,602 4,488 - 8,090 

Fraction 44.5% 55.5% - 100% 

 California  

Production 
(kWh/year) 

8,421 710 - 9,130 

Fraction 92.2% 7.77% - 100% 

 Maine  

Production 
(kWh/year) 

3,669 4,535 - 8,204 

Fraction 44.7% 55.3% - 100% 

 Hawaii  

Production 
(kWh/year) 

7,934 425 - 8,358 

Fraction 94.9% 5.08% v 100% 
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Appendix C: Emissions outputs for each stat at 2018 diesel price, 1.0 PV cost 

multiplier and 1.0 wind turbine cost multiplier for Home application 

State   
Carbon 
dioxide 

(kg/year) 

Carbon 
monoxide 
(kg/year) 

Unburned 
hydrocarbons 

(kg/year) 

Particulat
e matter 
(kg/year) 

Sulfur 
dioxide 

(kg/year) 

Nitrogen 
oxides 

(kg/year) 

Louisiana  

Hybrid 
System 

8,658 54.6 2.38 0.331 21.2 51.3 

Diesel 
System 

13,652 86.1 3.76 0.522 33.4 80.8 

Tennessee  

Hybrid 
System 

8,510 53.6 2.34 0.325 20.8 50.4 

Diesel 
System 

13,310 83.9 3.66 0.508 32.6 78.8 

Minnesota  

Hybrid 
System 

8,250 52.0 2.27 0.315 20.2 48.9 

Diesel 
System 

13,036 82.2 3.59 0.498 31.9 77.2 

Mississippi  

Hybrid 
System 

8,071 50.9 2.22 0.308 19.8 47.8 

Diesel 
System 

13,038 82.2 3.59 0.498 31.9 77.2 

Alabama  

Hybrid 
System 

7,924 50.0 2.18 0.303 19.4 46.9 

Diesel 
System 

12,926 81.5 3.56 0.494 31.7 76.5 

North 
Dakota  

Hybrid 
System 

8,023 50.6 2.21 0.306 19.6 47.5 

Diesel 
System 

12,873 81.1 3.54 0.492 31.5 76.2 

Texas  

Hybrid 
System 

3,474 21.9 0.956 0.133 8.51 20.6 

Diesel 
System 

12,555 79.1 3.45 0.480 30.7 74.3 

Virginia  

Hybrid 
System 

7,569 47.7 2.08 0.289 18.5 44.8 

Diesel 
System 

12,388 78.1 3.41 0.473 30.3 73.4 

Kentucky  

Hybrid 
System 

7,771 49.0 2.14 0.297 19.0 46.0 

Diesel 
System 

12,370 78.0 3.40 0.473 30.3 73.3 

Oklahoma  

Hybrid 
System 

7,295 46.0 2.01 0.279 17.9 43.2 

Diesel 
System 

12,227 77.1 3.36 0.467 29.9 72.4 
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Arkansas  

Hybrid 
System 

7,489 47.2 2.06 0.286 18.3 44.3 

Diesel 
System 

12,116 76.4 3.33 0.463 29.7 71.7 

South 
Carolina  

Hybrid 
System 

7,280 45.9 2.00 0.278 17.8 43.1 

Diesel 
System 

12,024 75.8 3.31 0.459 29.4 71.2 

West 
Virginia  

Hybrid 
System 

7,687 48.5 2.11 0.294 18.8 45.5 

Diesel 
System 

11,955 75.4 3.29 0.457 29.3 70.8 

North 
Carolina  

Hybrid 
System 

7,123 44.9 1.96 0.272 17.4 42.2 

Diesel 
System 

11,734 74.0 3.23 0.448 28.7 69.5 

Georgia  

Hybrid 
System 

6,952 43.8 1.91 0.266 17.0 41.2 

Diesel 
System 

11,617 73.2 3.20 0.444 28.4 68.8 

Florida  

Hybrid 
System 

6,541 41.2 1.80 0.250 16.0 38.7 

Diesel 
System 

11,504 72.5 3.16 0.439 28.2 68.1 

Missouri  

Hybrid 
System 

6,959 43.9 1.91 0.266 17.0 41.2 

Diesel 
System 

11,504 72.5 3.16 0.439 28.2 68.1 

South 
Dakota  

Hybrid 
System 

7,018 44.2 1.93 0.268 17.2 41.6 

Diesel 
System 

11,267 71.0 3.10 0.430 27.6 66.7 

Idaho  

Hybrid 
System 

3,488 22.0 0.959 0.133 8.54 20.7 

Diesel 
System 

11,261 71.1 3.10 0.430 27.6 66.7 

Arizona  

Hybrid 
System 

3,019 19.0 0.830 0.115 7.39 17.9 

Diesel 
System 

11,185 70.5 3.08 0.427 27.4 66.2 

Washington  

Hybrid 
System 

7,281 45.9 2.00 0.278 17.8 43.1 

Diesel 
System 

11,186 70.5 3.08 0.427 27.4 66.2 

Nebraska  
Hybrid 
System 

6,708 42.3 1.85 0.256 16.4 39.7 
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Diesel 
System 

11,253 70.9 3.10 0.430 27.6 66.6 

Maryland  

Hybrid 
System 

6,996 44.1 1.92 0.267 17.1 41.4 

Diesel 
System 

11,001 69.3 3.03 0.420 26.9 65.1 

Indiana  

Hybrid 
System 

6,774 42.7 1.86 0.259 16.6 40.1 

Diesel 
System 

10,901 68.7 3.00 0.416 26.7 64.6 

Oregon  

Hybrid 
System 

5,055 31.9 1.39 0.193 12.4 29.9 

Diesel 
System 

10,552 66.5 2.90 0.403 25.8 62.5 

Delaware  

Hybrid 
System 

4,366 27.05 1.2 0.167 10.7 25.9 

Diesel 
System 

10,176 64.1 2.8 0.389 24.9 60.3 

Kansas  

Hybrid 
System 

4,736 29.9 1.30 0.181 11.6 28.0 

Diesel 
System 

9,945 64.7 2.74 0.380 24.4 58.9 

Nevada  

Hybrid 
System 

4,005 25.2 1.10 0.153 9.81 23.7 

Diesel 
System 

9,931 62.6 2.73 0.379 24.3 58.8 

Iowa 

Hybrid 
System 

4,823 30.4 1.33 0.184 11.8 28.6 

Diesel 
System 

9,743 61.4 2.68 0.372 23.9 57.7 

Wyoming 

Hybrid 
System 

4,143 26.1 1.14 0.158 10.1 24.5 

Diesel 
System 

9,581 60.4 2.64 0.366 23.5 56.7 

Ohio 

Hybrid 
System 

5,017 31.6 1.38 0.192 12.3 29.7 

Diesel 
System 

9,561 60.3 2.63 0.365 23.4 56.6 

Montana 

Hybrid 
System 

3,827 24.1 1.05 0.146 9.37 22.7 

Diesel 
System 

9,160 57.7 2.52 0.350 22.4 54.2 

Pennsylvani
a 

Hybrid 
System 

3,836 24.2 1.06 0.147 9.39 22.7 

Diesel 
System 

9,161 57.7 2.52 0.350 22.4 54.2 
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Utah 

Hybrid 
System 

2,903 18.3 0.798 0.111 7.11 17.2 

Diesel 
System 

8,520 53.7 2.34 0.326 20.9 50.5 

Illinois 

Hybrid 
System 

3,549 22.4 0.976 0.136 8.69 21.0 

Diesel 
System 

8,071 50.9 2.22 0.308 19.8 47.8 

Connecticut 

Hybrid 
System 

3,734 23.5 1.03 0.143 9.14 22.1 

Diesel 
System 

8,043 50.7 2.21 0.307 19.7 47.6 

Colorado 

Hybrid 
System 

2,333 14.7 0.642 0.0891 5.71 13.8 

Diesel 
System 

7,795 49.1 2.14 0.298 19.1 46.2 

District of 
Columbia 

Hybrid 
System 

3,043 19.2 0.837 0.116 7.45 18.0 

Diesel 
System 

7,733 48.7 2.13 0.295 18.9 45.8 

Wisconsin 

Hybrid 
System 

4,941 31.1 1.36 0.189 12.1 29.3 

Diesel 
System 

7,539 47.5 2.07 0.288 18.5 44.6 

New Jersey 

Hybrid 
System 

4,732 29.8 1.30 0.181 11.6 28.0 

Diesel 
System 

7,364 46.4 2.03 0.281 18.0 43.6 

Michigan 

Hybrid 
System 

4,527 28.5 1.25 0.173 11.1 26.8 

Diesel 
System 

7,105 44.8 1.95 0.271 17.4 42.1 

New 
Mexico 

Hybrid 
System 

1,562 9.84 0.430 0.0597 3.82 9.25 

Diesel 
System 

6,991 44.1 1.92 0.267 17.1 41.4 

Massachuse
tts 

Hybrid 
System 

4,309 27.2 1.19 0.165 10.6 25.5 

Diesel 
System 

6,808 42.9 1.87 0.260 16.7 40.3 

Alaska  

Hybrid 
System 

4,629 29.2 1.27 0.177 11.3 27.4 

Diesel 
System 

6,750 42.5 1.86 0.258 16.5 40.0 

New 
Hampshire  

Hybrid 
System 

4,388 24.7 1.21 0.168 10.7 26.0 
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Diesel 
System 

6,720 42.4 1.85 0.257 16.5 39.8 

New York  

Hybrid 
System 

4,098 25.8 1.13 0.157 10.0 24.3 

Diesel 
System 

6,426 40.5 1.77 0.246 15.7 38.1 

Rhode 
Island  

Hybrid 
System 

3,644 23.0 1.00 0.139 8.92 21.6 

Diesel 
System 

6,427 40.5 1.77 0.246 15.7 38.1 

Vermont  

Hybrid 
System 

3,471 21.9 0.955 0.133 8.50 20.6 

Diesel 
System 

6,262 39.5 1.72 0.239 15.3 37.1 

California  

Hybrid 
System 

836 5.27 0.23 0.0319 2.05 4.95 

Diesel 
System 

6,097 38.4 1.68 0.233 14.9 36.1 

Maine  

Hybrid 
System 

3,563 22.5 0.980 0.136 8.73 21.1 

Diesel 
System 

6,040 38.1 1.66 0.231 14.8 35.8 

Hawaii  

Hybrid 
System 

505 3.18 0.139 0.0193 1.24 2.99 

Diesel 
System 

5,584 35.2 1.54 0.213 13.7 33.1 
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Appendix D: Electrical production for each stat at 2018 diesel price, 1.0 PV cost 

multiplier, and 1.0 wind turbine cost multiplier for Commercial building 

application 

State   PV Diesel Gen. 
Wind 

Turbine 
Total 

 Louisiana 

Production 
(kWh/year) 

652,799 435,601 - 1,088,399 

Fraction 60% 40% - 100% 

 Tennessee 

Production 
(kWh/year) 

641,641 437,016 - 1,078,657 

Fraction 59.5% 40.5% - 100% 

 Minnesota 

Production 
(kWh/year) 

663,212 448,373 - 1,111,586 

Fraction 59.7% 40.3% - 100% 

 Mississippi 

Production 
(kWh/year) 

661,726 430,745 - 1,092,471 

Fraction 60.6% 39.4% - 100% 

 Alabama 

Production 
(kWh/year) 

668,589 410,629 - 1,079,218 

Fraction 62% 38% - 100% 

 North Dakota 

Production 
(kWh/year) 

673,116 442,414 - 1,115,531 

Fraction 60.3% 39.7% - 100% 

 Texas 

Production 
(kWh/year) 

747,558 381,753 - 1,129,311 

Fraction 66.2% 33.8% - 100% 

 Virginia 

Production 
(kWh/year) 

656,589 440,812 - 1,097,400 

Fraction 59.8% 40.2% - 100% 

 Kentucky 

Production 
(kWh/year) 

621,471 462,408 - 1,083,879 

Fraction 57.3% 42.7% - 100% 

 Oklahoma 

Production 
(kWh/year) 

574,118 497,752 - 1,071,871 

Fraction 53.6% 46.4% - 100% 

 Arkansas 

Production 
(kWh/year) 

655,025 425,979 - 1,081,003 

Fraction 60.6% 39.45 - 100% 

 South Carolina 

Production 
(kWh/year) 

677,567 409,996 - 1,087,563 

Fraction 62.3% 37.7% - 100% 

 West Virginia 
Production 
(kWh/year) 

600,206 473,647 - 1,073,854 
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Fraction 55.9% 44.1% - 100% 

 North Carolina  

Production 
(kWh/year) 

667,320 428,816 - 1,096,136 

Fraction 60.9% 39.1% - 100% 

 Georgia  

Production 
(kWh/year) 

673,967 408,947 - 1,082,914 

Fraction 62.2% 37.8% - 100% 

 Florida  

Production 
(kWh/year) 

696,817 392,922 - 1,089,739 

Fraction 63.9% 36.1% - 100% 

 Missouri 

Production 
(kWh/year) 

659,868 439,062 - 1,098,929 

Fraction 60% 40% - 100% 

 South Dakota  

Production 
(kWh/year) 

694,265 427,213 - 1,121,478 

Fraction 61.9% 38.1% - 100% 

 Idaho  

Production 
(kWh/year) 

616,186 443,716 - 1,059,902 

Fraction 58.1% 41.9% - 100% 

 Arizona  

Production 
(kWh/year) 

992,050 178,220 - 1,170,269 

Fraction 84.8% 15.2% - 100% 

 Washington  

Production 
(kWh/year) 

619,922 465,538 - 1,085,460 

Fraction 57.1% 42.9% - 100% 

 Nebraska  

Production 
(kWh/year) 

708,179 417,067 - 1,125,246 

Fraction 62.9% 37.1% - 100% 

 Maryland  

Production 
(kWh/year) 

870,668 247,990 - 1,118,658 

Fraction 77.8% 22.2% - 100% 

 Indiana  

Production 
(kWh/year) 

617,932 465,028 - 1,082,960 

Fraction 57.1% 42.9% - 100% 

 Oregon  

Production 
(kWh/year) 

613,667 443,382 - 1,057,049 

Fraction 58.1% 41.9% - 100% 

 Delaware  

Production 
(kWh/year) 

639,671 368,424 79,337 1,087,432 

Fraction 58.8% 33.9% 7.3% 100% 

 Kansas  

Production 
(kWh/year) 

562,791 409,465 79,363 1,051,619 

Fraction 53.5% 38.9% 7.55% 100% 

 Nevada  
Production 
(kWh/year) 

1,016,835 143,860 - 1,160,696 
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Fraction 87.6% 12.4% - 100% 

Iowa 

Production 
(kWh/year) 

654,277 446,695 - 1,100,972 

Fraction 59.4% 40.6% - 100% 

Wyoming 

Production 
(kWh/year) 

889,985 250,932 - 1,150,917 

Fraction 78.2% 21.8% - 100% 

Ohio 

Production 
(kWh/year) 

481,023 537,869 - 1,018,892 

Fraction 47.2% 52.8% - 100% 

Montana 

Production 
(kWh/year) 

991,911 149,184 - 1,141,095 

Fraction 86.9% 13.1% - 100% 

Pennsylvania 

Production 
(kWh/year) 

587,390 414,468 73,662 1,075,521 

Fraction 54.6% 38.5% 6.85% 100% 

Utah 

Production 
(kWh/year) 

949,875 207,510 - 1,157,385 

Fraction 82.1% 17.9% - 100% 

Illinois 

Production 
(kWh/year) 

637,351 444,733 - 1,082,085 

Fraction 58.9% 41.1% - 100% 

Connecticut 

Production 
(kWh/year) 

630,336 452,099 - 1,082,434 

Fraction 58.2% 41.8% - 100% 

Colorado 

Production 
(kWh/year) 

942,996 218,503 - 1,161,498 

Fraction 81.2% 18.8% - 100% 

District of Columbia 

Production 
(kWh/year) 

622,432 464,879 - 1,087,311 

Fraction 57.2% 42.8% - 100% 

Wisconsin 

Production 
(kWh/year) 

638,690 451,500 - 1,090,190 

Fraction 58.6% 41.4% - 100% 

New Jersey 

Production 
(kWh/year) 

619,979 457,180 - 1,077,159 

Fraction 57.6% 42.4% - 100% 

Michigan 

Production 
(kWh/year) 

616,579 475,214 - 1,091,793 

Fraction 56.5% 43.5% - 100% 

New Mexico 

Production 
(kWh/year) 

672,393 387,570 - 1,059,933 

Fraction 63.4% 36.6% - 100% 

Massachusetts 
Production 
(kWh/year) 

621,117 429,263 - 1,050,380 
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Fraction 59.1% 40.9% - 100% 

 Alaska  

Production 
(kWh/year) 

424,794 606,752 - 1,031,546 

Fraction 41.2% 58.8% - 100% 

 New Hampshire  

Production 
(kWh/year) 

615,991 472,434 - 1,088,426 

Fraction 56.6% 43.4% - 100% 

 New York  

Production 
(kWh/year) 

625,796 461,385 - 1,087,182 

Fraction 57.6% 42.4% - 100% 

 Rhode Island  

Production 
(kWh/year) 

507,295 443,090 77,031 1,027,416 

Fraction 49.4% 43.1% 7.5% 100% 

 Vermont  

Production 
(kWh/year) 

600,254 488,354 - 1,088,608 

Fraction 55.1% 44.9% - 100% 

 California  

Production 
(kWh/year) 

1,010,472 165,132 - 1,175,604 

Fraction 86% 14% - 100% 

 Maine  

Production 
(kWh/year) 

611,464 477,003 - 1,088,467 

Fraction 56.2% 43.8% - 100% 

 Hawaii  

Production 
(kWh/year) 

952,021 154,679 18,519 1,125,218 

Fraction 84.6% 13.7% 1.65% 100% 
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Appendix E: Emissions outputs for each stat at 2018 diesel price, 1.0 PV cost 

multiplier and 1.0 wind turbine cost multiplier for Commercial building application 

State   
Carbon 
dioxide 

(kg/year) 

Carbon 
monoxide 
(kg/year) 

Unburned 
hydrocarbons 

(kg/year) 

Particulat
e matter 
(kg/year) 

Sulfur 
dioxide 

(kg/year) 

Nitrogen 
oxides 

(kg/year) 

Louisiana  

Hybrid 
System 

291,117 1,835 80.1 11.1 713 1,724 

Diesel 
System 

661,619 4,170 182 25.3 1,620 3,918 

Tennessee  

Hybrid 
System 

291,911 1,840 80.3 11.2 715 1,729 

Diesel 
System 

661,625 4,171 182 25.3 1,620 3,918 

Minnesota  

Hybrid 
System 

299,505 1,888 82.4 11.4 733 1,773 

Diesel 
System 

661,619 4,170 182 25.3 1,620 3,918 

Mississippi  

Hybrid 
System 

287,639 1,813 79.1 11.0 704 1,703 

Diesel 
System 

661,619 4,170 182 25.3 1,620 3,918 

Alabama  

Hybrid 
System 

274,335 1,729 75.5 10.5 672 1,624 

Diesel 
System 

661,619 4,170 182 25.3 1,620 3,918 

North 
Dakota  

Hybrid 
System 

295,545 1,863 81.3 11.3 724 1,750 

Diesel 
System 

661,619 4,170 182 25.3 1,620 3,918 

Texas  

Hybrid 
System 

255,521 1,611 70.3 9.76 626 1,513 

Diesel 
System 

661,620 4,170 182 25.3 1,620 3,918 

Virginia  

Hybrid 
System 

294,335 1,855 81.0 11.2 721 1,743 

Diesel 
System 

661,625 4,171 182 25.3 1,620 3,918 

Kentucky  

Hybrid 
System 

308,773 1,946 84.9 11.8 756 1,828 

Diesel 
System 

661,619 4,170 182 25.3 1,620 3,918 

Oklahoma  

Hybrid 
System 

332,979 2,099 91.6 12.7 815 1,972 

Diesel 
System 

661,625 4,171 182 25.3 1,620 3,918 
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Arkansas  

Hybrid 
System 

284,534 1,794 78.3 10.9 697 1,685 

Diesel 
System 

661,619 4,170 182 25.3 1,620 3,918 

South 
Carolina  

Hybrid 
System 

273,884 1,726 75.3 10.5 671 1,622 

Diesel 
System 

661,625 4,171 182 25.3 1,620 3,918 

West 
Virginia  

Hybrid 
System 

316,254 1,993 87.0 12.1 774 1,873 

Diesel 
System 

661,625 4,171 182 25.3 1,620 3,918 

North 
Carolina  

Hybrid 
System 

286,287 1,805 78.7 10.9 701 1,695 

Diesel 
System 

661,625 4,171 182 25.3 1,620 3,918 

Georgia  

Hybrid 
System 

273,136 1,722 75.1 10.4 669 1,617 

Diesel 
System 

661,619 4,170 182 25.3 1,620 3,918 

Florida  

Hybrid 
System 

262,160 1,653 72.1 10.0 642 1,552 

Diesel 
System 

661,619 4,170 182 25.3 1,620 3,918 

Missouri 

Hybrid 
System 

293,194 1,848 80.6 11.2 718 1,736 

Diesel 
System 

661,619 4,170 182 25.3 1,620 3,918 

South 
Dakota  

Hybrid 
System 

285,357 1,799 78.5 10.9 699 1,690 

Diesel 
System 

661,619 4,170 182 25.3 1,620 3,918 

Idaho  

Hybrid 
System 

296,429 1,869 81.5 11.3 726 1,755 

Diesel 
System 

661,619 4,170 182 25.3 1,620 3,918 

Arizona  

Hybrid 
System 

118,785 749 32.7 4.54 291 703 

Diesel 
System 

661,619 4,170 182 25.3 1,620 3,918 

Washington  

Hybrid 
System 

311,025 1,961 85.6 11.9 762 1,842 

Diesel 
System 

661,645 4,171 182 25.3 1,620 3,918 

Nebraska  
Hybrid 
System 

279,309 1,761 76.8 10.7 684 1,654 
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Diesel 
System 

661,625 4,171 182 25.3 1,620 3,918 

Maryland  

Hybrid 
System 

165,314 1,042 45.5 6.32 405 979 

Diesel 
System 

661,619 4,170 182 25.3 1,620 3,918 

Indiana  

Hybrid 
System 

310,411 1,957 85.4 11.9 760 1,838 

Diesel 
System 

661,619 4,170 182 25.3 1,620 3,918 

Oregon  

Hybrid 
System 

296,921 1,872 81.7 11.3 727 1,758 

Diesel 
System 

661,645 4,171 182 25.3 1,620 3,918 

Delaware  

Hybrid 
System 

245,990 1,551 67.7 9.4 602 1,457 

Diesel 
System 

661,619 4,170 182 25.3 1,620 3,918 

Kansas  

Hybrid 
System 

274,055 1,727 75.4 10.5 671 1,623 

Diesel 
System 

661,619 4,170 182 25.3 1,620 3,918 

Nevada  

Hybrid 
System 

95,845 604 26.4 3.66 235 568 

Diesel 
System 

661,645 4,171 182 25.3 1,620 3,918 

Iowa 

Hybrid 
System 

298,349 1,881 82.1 11.4 731 1,767 

Diesel 
System 

661,619 4,170 182 25.3 1,620 3,918 

Wyoming 

Hybrid 
System 

167,171 1,054 46.0 6.39 409 990 

Diesel 
System 

661,619 4,170 182 25.3 1,620 3,918 

Ohio 

Hybrid 
System 

359,435 2,266 98.9 13.7 880 2,128 

Diesel 
System 

661,625 4,171 182 25.3 1,620 3,918 

Montana 

Hybrid 
System 

99,433 627 27.4 3.80 243 589 

Diesel 
System 

661,645 4,171 182 25.3 1,620 3,918 

Pennsylvani
a 

Hybrid 
System 

276,966 1,746 76.2 10.6 678 1,640 

Diesel 
System 

661,619 4,170 182 25.3 1,620 3,918 
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Utah 

Hybrid 
System 

138,314 872 38.0 5.28 339 819 

Diesel 
System 

661,619 4,170 182 25.3 1,620 3,918 

Illinois 

Hybrid 
System 

297,117 1,873 81.7 11.4 728 1,759 

Diesel 
System 

661,619 4,170 182 25.3 1,620 3,918 

Connecticut 

Hybrid 
System 

302,045 1,904 83.1 11.5 740 1,789 

Diesel 
System 

661,619 4,170 182 25.3 1,620 3,918 

Colorado 

Hybrid 
System 

145,603 918 40 5.56 357 862 

Diesel 
System 

661,619 4,170 182 25.3 1,620 3,918 

District of 
Columbia 

Hybrid 
System 

310,539 1,957 85.4 11.9 760 1,839 

Diesel 
System 

661,619 4,170 182 25.3 1,620 3,918 

Wisconsin 

Hybrid 
System 

301,656 1,901 83.0 11.5 739 1,786 

Diesel 
System 

661,625 4,171 182 25.3 1,620 3,918 

New Jersey 

Hybrid 
System 

305,423 1,925 84.0 11.7 748 1,809 

Diesel 
System 

661,619 4,170 182 25.3 1,620 3,918 

Michigan 

Hybrid 
System 

317,461 2,001 87.3 12.1 777 1,880 

Diesel 
System 

661,619 4,170 182 25.3 1,620 3,918 

New 
Mexico 

Hybrid 
System 

258,615 1,630 71.1 9.88 633 1,531 

Diesel 
System 

661,620 4,170 182 25.3 1,620 3,918 

Massachuse
tts 

Hybrid 
System 

286,962 1,809 78.9 11.0 703 1,699 

Diesel 
System 

661,619 4,170 182 25.3 1,620 3,918 

Alaska  

Hybrid 
System 

406,134 2,560 112 15.5 995 2,405 

Diesel 
System 

661,619 4,170 182 25.3 1,620 3,918 

New 
Hampshire  

Hybrid 
System 

315,405 1,988 86.8 12.0 772 1,868 
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Diesel 
System 

661,619 4,170 182 25.3 1,620 3,918 

New York  

Hybrid 
System 

308,021 1,942 84.7 11.8 754 1,824 

Diesel 
System 

661,619 4,170 182 25.3 1,620 3,918 

Rhode 
Island  

Hybrid 
System 

295,683 1,864 81.3 11.3 724 1,751 

Diesel 
System 

661,619 4,170 182 25.3 1,620 3,918 

Vermont  

Hybrid 
System 

326,096 2,056 89.7 12.5 799 1,931 

Diesel 
System 

661,619 4,170 182 25.3 1,620 3,918 

California  

Hybrid 
System 

110,062 694 30.3 4.20 270 652 

Diesel 
System 

661,619 4,170 182 25.3 1,620 3,918 

Maine  

Hybrid 
System 

318,546 2,008 87.6 12.2 780 1,886 

Diesel 
System 

661,619 4,170 182 25.3 1,620 3,918 

Hawaii  

Hybrid 
System 

103,106 650 28.4 3.94 252 611 

Diesel 
System 

661,619 4,170 182 25.3 1,620 3,918 
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Appendix F: Electrical production for each stat at 2018 diesel price, 1.0 PV cost 

multiplier, and 1.0 wind turbine cost multiplier for Industrial facility application 

State   PV Diesel Gen. 
Wind 

Turbine 
Total 

 Louisiana 

Production 
(kWh/year) 

3,133,434 6,654,678 - 9,788,112 

Fraction 32% 68% - 100% 

 Tennessee 

Production 
(kWh/year) 

4,057,921 6,078,221 - 10,136,142 

Fraction 40% 60% - 100% 

 Minnesota 

Production 
(kWh/year) 

3,183,419 6,720,987 - 9,904,406 

Fraction 32.1% 67.9% - 100% 

 Mississippi 

Production 
(kWh/year) 

3,151,993 6,654,435 - 9,806,428 

Fraction 32.1% 67.9% - 100% 

 Alabama 

Production 
(kWh/year) 

3,476,662 6,482,639 - 9,959,301 

Fraction 34.9% 65.1% - 100% 

 North Dakota 

Production 
(kWh/year) 

3,841,576 6,287,390 - 10,128,966 

Fraction 37.9% 62.1% - 100% 

 Texas 

Production 
(kWh/year) 

3,588,278 6,346,098 - 9,934,376 

Fraction 36.15 63.9% - 100% 

 Virginia 

Production 
(kWh/year) 

3,414,261 6,566,794 - 9,981,055 

Fraction 34.2% 65.8% - 100% 

 Kentucky 

Production 
(kWh/year) 

2,983,060 6,784,521 - 9,767,581 

Fraction 30.5% 69.5% - 100% 

 Oklahoma 

Production 
(kWh/year) 

3,382,854 6,485,197 18,596 9,886,647 

Fraction 34.2% 65.6% 0.188% 100% 

 Arkansas 

Production 
(kWh/year) 

3,144,119 6,668,007 - 9,812,126 

Fraction 32% 68% - 100% 

 South Carolina 

Production 
(kWh/year) 

3,252,321 6,584,863 - 9,837,184 

Fraction 33.1% 66.9% - 100% 

 West Virginia 

Production 
(kWh/year) 

2,880,990 6,869,677 - 9,750,667 

Fraction 29.5% 70.5% - 100% 

 North Carolina  Production 3,470,063 6,517,781 - 9,987,844 
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(kWh/year) 

Fraction 34.7% 65.3 - 100% 

 Georgia  

Production 
(kWh/year) 

3,235,042 6,587,251 - 9,822,293 

Fraction 32.9% 67.1% - 100% 

 Florida  

Production 
(kWh/year) 

3,623,448 6,372,371 - 9,995,819 

Fraction 36.2% 63.8% - 100% 

 Missouri 

Production 
(kWh/year) 

3,431,311 6,549,813 - 9,981,124 

Fraction 34.4% 65.6% - 100% 

 South Dakota  

Production 
(kWh/year) 

3,305,904 6,596,435 - 9,902,338 

Fraction 33.4% 66.6% - 100% 

 Idaho  

Production 
(kWh/year) 

4,298,652 5,939,260 - 10,237,912 

Fraction 42% 58% - 100% 

 Arizona  

Production 
(kWh/year) 

3,968,199 6,139,048 - 10,107,248 

Fraction 39.3% 60.7% - 100% 

 Washington  

Production 
(kWh/year) 

3,223,595 6,726,789 - 9,950,383 

Fraction 32.4% 67.6% - 100% 

 Nebraska  

Production 
(kWh/year) 

3,399,257 6,526,315 - 9,25,572 

Fraction 34.2% 65.8% - 100% 

 Maryland  

Production 
(kWh/year) 

3,218,310 6,702,535 - 9,920,845 

Fraction 32.4% 67.6% - 100% 

 Indiana  

Production 
(kWh/year) 

2,966,073 6,808,137 - 9,774,210 

Fraction 30.3% 69.7% - 100% 

 Oregon  

Production 
(kWh/year) 

3,201,942 6,593,042 - 9,794,984 

Fraction 32.7% 67.3% - 100% 

 Delaware  

Production 
(kWh/year) 

3,070,420 6,734,367 - 9,804,787 

Fraction 31.3% 68.7% - 100% 

 Kansas  

Production 
(kWh/year) 

3,564,509 6,375,745 18,596 9,958,850 

Fraction 35.8% 64% 0.187% 100% 

 Nevada  

Production 
(kWh/year) 

4,067,341 6,098,049 - 10,165,390 

Fraction 40% 60% - 100% 

Iowa Production 3,140,528 6,712,282 - 9,852,810 
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(kWh/year) 

Fraction 31.9% 68.1% - 100% 

Wyoming 

Production 
(kWh/year) 

3,899,934 6,308,044 - 10,207,978 

Fraction 38.2% 61.8% - 100% 

Ohio 

Production 
(kWh/year) 

2,886,141 6,867,201 - 9,753,342 

Fraction 29.6% 70.4% - 100% 

Montana 

Production 
(kWh/year) 

3,715,404 6,437,597 - 10,153,001 

Fraction 36.6% 63.4% - 100% 

Pennsylvania 

Production 
(kWh/year) 

3,054,427 6,832,157 - 9,886,584 

Fraction 30.9% 69.1% - 100% 

Utah 

Production 
(kWh/year) 

3,799,501 6,274,846 - 10,074,347 

Fraction 37.7% 62.3% - 100% 

Illinois 

Production 
(kWh/year) 

3,059,285 6,752,957 - 9,812,242 

Fraction 31.2% 68.8% - 100% 

Connecticut 

Production 
(kWh/year) 

3,025,611 6,788,530 - 9,814,141 

Fraction 30.8% 69.2% - 100% 

Colorado 

Production 
(kWh/year) 

3,863,959 6,110,877 - 9,974,835 

Fraction 38.7% 61.3% - 100% 

District of Columbia 

Production 
(kWh/year) 

3,347,632 6,613,947 - 9,961,579 

Fraction 33.6% 66.4% - 100% 

Wisconsin 

Production 
(kWh/year) 

3,065,713 6,777,772 - 9,843,485 

Fraction 31.1% 68.9% - 100% 

New Jersey 

Production 
(kWh/year) 

3,223,891 6,701,097 - 9,924,987 

Fraction 32.5% 67.5% - 100% 

Michigan 

Production 
(kWh/year) 

2,959,581 6,848,184 - 9,807,765 

Fraction 30.2% 69.8% - 100% 

New Mexico 

Production 
(kWh/year) 

3,697,995 6,235,884 - 9,933,878 

Fraction 37.2% 62.8% - 100% 

Massachusetts 

Production 
(kWh/year) 

2,995,886 6,812,350 - 9,808,236 

Fraction 30.5% 69.5% - 100% 

 Alaska  Production 2,336,365 7,330,483 - 9,666,847 



 

 

166 

 

(kWh/year) 

Fraction 24.2% 75.8% - 100% 

 New Hampshire  

Production 
(kWh/year) 

2,956,759 6,855,815 - 9,812,575 

Fraction 30.1% 69.9% - 100% 

 New York  

Production 
(kWh/year) 

3,003,823 6,790,227 - 9,794,050 

Fraction 30.7% 69.3% - 100% 

 Rhode Island  

Production 
(kWh/year) 

3,043,769 6,766,537 - 9,810,306 

Fraction 31% 69% - 100% 

 Vermont  

Production 
(kWh/year) 

2,881,221 6,922,605 - 9,803,826 

Fraction 29.4% 70.6% - 100% 

 California  

Production 
(kWh/year) 

4,041,889 6,093,074 - 10,134,964 

Fraction 39.9% 60.1% - 100% 

 Maine  

Production 
(kWh/year) 

2,935,026 6,891,036 - 9,826,063 

Fraction 29.9% 70.1% - 100% 

 Hawaii  

Production 
(kWh/year) 

4,125,423 6,026,084 - 10,151,506 

Fraction 40.6% 59.4% - 100% 
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Appendix G: Emissions outputs for each stat at 2018 diesel price, 1.0 PV cost 

multiplier and 1.0 wind turbine cost multiplier for Industrial facility application 

State   
Carbon 
dioxide 

(kg/year) 

Carbon 
monoxide 
(kg/year) 

Unburned 
hydrocarbons 

(kg/year) 

Particulat
e matter 
(kg/year) 

Sulfur 
dioxide 

(kg/year) 

Nitrogen 
oxides 

(kg/year) 

Louisiana  

Hybrid 
System 

4,434,11
0 

27,950 1,220 169 10,858 26,256 

Diesel 
System 

6,192,18
7 

39,032 1,703 237 15,163 36,667 

Tennessee  

Hybrid 
System 

4,043,13
0 

25,486 1,112 154 9,901 23,941 

Diesel 
System 

6,192,18
7 

39,032 1,703 237 15,163 36,667 

Minnesota  

Hybrid 
System 

4,476,17
0 

28,215 1,231 171 10,961 26,505 

Diesel 
System 

6,192,18
7 

39,032 1,703 237 15,163 36,667 

Mississippi  

Hybrid 
System 

4,432,26
5 

27,939 1,219 169 10,854 26,245 

Diesel 
System 

6,192,18
7 

39,032 1,703 237 15,163 36,667 

Alabama  

Hybrid 
System 

4,312,08
4 

27,181 1,186 165 10,559 25,534 

Diesel 
System 

6,192,18
7 

39,032 1,703 237 15,163 36,667 

North 
Dakota  

Hybrid 
System 

4,182,58
4 

26,365 1,150 160 10,242 24,767 

Diesel 
System 

6,192,18
7 

39,032 1,703 237 15,163 36,667 

Texas  

Hybrid 
System 

4,223,08
3 

26,620 1,162 161 10,341 25,007 

Diesel 
System 

6,192,18
7 

39,032 1,703 237 15,163 36,667 

Virginia  

Hybrid 
System 

4,374,31
7 

27,573 1,203 167 10,712 25,902 

Diesel 
System 

6,192,18
7 

39,032 1,703 237 15,163 36,667 

Kentucky  

Hybrid 
System 

4,518,54
9 

28,482 1,243 173 11,065 26,756 

Diesel 
System 

6,192,18
7 

39,032 1,703 237 15,163 36,667 

Oklahoma  

Hybrid 
System 

4,318,40
8 

27,221 1,188 165 10,575 25,571 

Diesel 
System 

6,192,18
7 

39,032 1,703 237 15,163 36,667 
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Arkansas  

Hybrid 
System 

4,446,40
9 

28,028 1,223 170 10,888 26,329 

Diesel 
System 

6,192,18
7 

39,032 1,703 237 15,163 36,667 

South 
Carolina  

Hybrid 
System 

4,385,81
7 

27,646 1,206 168 10,740 25,970 

Diesel 
System 

6,192,18
7 

39,032 1,703 237 15,163 36,667 

West 
Virginia  

Hybrid 
System 

4,577,24
9 

28,852 1,259 175 11,209 27,104 

Diesel 
System 

6,192,18
7 

39,032 1,703 237 15,163 36,667 

North 
Carolina  

Hybrid 
System 

4,341,16
2 

27,364 1,194 166 10,630 25,706 

Diesel 
System 

6,192,18
7 

39,032 1,703 237 15,163 36,667 

Georgia  

Hybrid 
System 

4,384,66
6 

27,639 1,206 168 10,737 25,963 

Diesel 
System 

6,192,18
7 

39,032 1,703 237 15,163 36,667 

Florida  

Hybrid 
System 

4,239,99
0 

26,727 1,166 162 10,383 25,107 

Diesel 
System 

6,192,18
7 

39,032 1,703 237 15,163 36,667 

Missouri 

Hybrid 
System 

4,364,16
7 

27,509 1,200 167 10,687 25,842 

Diesel 
System 

6,192,18
7 

39,032 1,703 237 15,163 36,667 

South 
Dakota  

Hybrid 
System 

4,392,62
6 

27,689 1,208 168 10,757 26,011 

Diesel 
System 

6,192,18
7 

39,032 1,703 237 15,163 36,667 

Idaho  

Hybrid 
System 

3,940,51
9 

24,839 1,084 151 9,649 23,333 

Diesel 
System 

6,192,18
7 

39,032 1,703 237 15,163 36,667 

Arizona  

Hybrid 
System 

4,085,10
8 

25,750 1,124 156 10,003 24,190 

Diesel 
System 

6,192,22
6 

39,032 1,703 237 15,163 36,667 

Washington  

Hybrid 
System 

4,480,26
2 

28,241 1,232 171 10,971 26,530 

Diesel 
System 

6,192,22
6 

39,032 1,703 237 15,163 36,667 

Nebraska  
Hybrid 
System 

4,345,58
6 

27,392 1,195 166 10,641 25,732 
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Diesel 
System 

6,192,18
7 

39,032 1,703 237 15,163 36,667 

Maryland  

Hybrid 
System 

4,466,21
3 

28,153 1,228 171 10,937 26,446 

Diesel 
System 

6,192,18
7 

39,032 1,703 237 15,163 36,667 

Indiana  

Hybrid 
System 

4,532,03
5 

28,567 1,247 173 11,098 26,836 

Diesel 
System 

6,192,18
7 

39,032 1,703 237 15,163 36,667 

Oregon  

Hybrid 
System 

4,380,78
7 

27,614 1,205 167 10,728 25,940 

Diesel 
System 

6,192,22
6 

39,032 1,703 237 15,163 36,667 

Delaware  

Hybrid 
System 

4,487,56
9 

28,287 1,234 171 10,989 26,573 

Diesel 
System 

6,192,18
7 

39,032 1,703 237 15,163 36,667 

Kansas  

Hybrid 
System 

4,244,02
3 

26,752 1,167 162 10,393 25,131 

Diesel 
System 

6,192,18
7 

39,032 1,703 237 15,163 36,667 

Nevada  

Hybrid 
System 

4,060,46
1 

25,595 1,117 155 9,943 24,044 

Diesel 
System 

6,192,22
6 

39,032 1,703 237 15,163 36,667 

Iowa 

Hybrid 
System 

4,472,91
0 

28,195 1,230 171 10,953 26,486 

Diesel 
System 

6,192,18
7 

39,032 1,703 237 15,163 36,667 

Wyoming 

Hybrid 
System 

4,198,98
5 

26,468 1,155 160 10,282 24,864 

Diesel 
System 

6,192,18
7 

39,032 1,703 237 15,163 36,667 

Ohio 

Hybrid 
System 

4,575,38
1 

28,841 1,259 175 11,204 27,093 

Diesel 
System 

6,192,18
7 

39,032 1,703 237 15,163 36,667 

Montana 

Hybrid 
System 

4,286,54
9 

27,020 1,179 164 10,497 25,380 

Diesel 
System 

6,192,22
6 

39,032 1,703 237 15,163 36,667 

Pennsylvani
a 

Hybrid 
System 

4,550,43
0 

28,683 1,252 174 11,143 26,945 

Diesel 
System 

6,192,18
7 

39,032 1,703 237 15,163 36,667 
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Utah 

Hybrid 
System 

4,176,44
5 

26,326 1,149 160 10,227 24,730 

Diesel 
System 

6,192,18
7 

39,032 1,703 237 15,163 36,667 

Illinois 

Hybrid 
System 

4,498,54
4 

28,356 1,237 172 11,016 26,638 

Diesel 
System 

6,192,18
7 

39,032 1,703 237 15,163 36,667 

Connecticut 

Hybrid 
System 

4,512,72
3 

28,446 1,241 172 11,051 26,722 

Diesel 
System 

6,192,18
7 

39,032 1,703 237 15,163 36,667 

Colorado 

Hybrid 
System 

4,064,40
2 

25,620 1,118 155 9,953 24,067 

Diesel 
System 

6,192,18
7 

39,032 1,703 237 15,163 36,667 

District of 
Columbia 

Hybrid 
System 

4,403,69
8 

27,758 1,211 168 10,784 26,076 

Diesel 
System 

6,192,18
7 

39,032 1,703 237 15,163 36,667 

Wisconsin 

Hybrid 
System 

4,514,63
4 

28,458 1,242 172 11,055 26,733 

Diesel 
System 

6,192,18
7 

39,032 1,703 237 15,163 36,667 

New Jersey 

Hybrid 
System 

4,464,22
2 

28,140 1,228 171 10,932 26,435 

Diesel 
System 

6,192,18
7 

39,032 1,703 237 15,163 36,667 

Michigan 

Hybrid 
System 

4,557,02
6 

28,725 1,253 174 11,159 26,984 

Diesel 
System 

6,192,18
7 

39,032 1,703 237 15,163 36,667 

New 
Mexico 

Hybrid 
System 

4,151,19
2 

26,167 1,142 159 10,165 24,581 

Diesel 
System 

6,192,18
7 

39,032 1,703 237 15,163 36,667 

Massachuse
tts 

Hybrid 
System 

4,537,43
3 

28,601 1,248 173 11,111 26,868 

Diesel 
System 

6,192,18
7 

39,032 1,703 237 15,163 36,667 

Alaska  

Hybrid 
System 

4,889,84
5 

30,823 1,345 187 11,974 28,955 

Diesel 
System 

6,192,22
6 

39,032 1,703 237 15,163 36,667 

New 
Hampshire  

Hybrid 
System 

4,566,40
0 

28,784 1,256 174 11,182 27,040 
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Diesel 
System 

6,192,18
7 

39,032 1,703 237 15,163 36,667 

New York  

Hybrid 
System 

4,511,82
2 

28,440 1,241 172 11,048 26,716 

Diesel 
System 

6,192,18
7 

39,032 1,703 237 15,163 36,667 

Rhode 
Island  

Hybrid 
System 

4,507,27
1 

28,411 1,240 172 11,037 26,689 

Diesel 
System 

6,192,18
7 

39,032 1,703 237 15,163 36,667 

Vermont  

Hybrid 
System 

4,611,72
2 

29,070 1,268 176 11,293 27,308 

Diesel 
System 

6,192,18
7 

39,032 1,703 237 15,163 36,667 

California  

Hybrid 
System 

4,059,84
5 

25,591 1,117 155 9,942 24,040 

Diesel 
System 

6,192,22
6 

39,032 1,703 237 15,163 36,667 

Maine  

Hybrid 
System 

4,588,66
4 

28,924 1,262 175 11,237 27,171 

Diesel 
System 

9,192,18
7 

39,032 1,703 237 15,163 36,667 

Hawaii  

Hybrid 
System 

4,017,44
9 

25,324 1,105 153 9,838 23,789 

Diesel 
System 

6,192,22
6 

39,032 1,703 237 15,163 36,667 
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August 2017 – June 2021 | Lead Energy Engineer  

DOE-Industrial Assessment Center of UW-Milwaukee| Milwaukee, WI 

• Perform ASHRAE level I and II energy audits on industrial facilities across Wisconsin and 
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• Perform the tasks of marketing and selling HVAC equipment as well as provide strategies to 

expand the sales team. 
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as per the requirement. 
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Skills 
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