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ABSTRACT
A DISTRIBUTED CONTROL SYSTEM FOR MICROGRIDS WITH WIDE DYNAMIC
RESPONSE COMPONENTS
by
Hadi Akbari Haghighat

The University of Wisconsin-Milwaukee, 2023
Under the Supervision of Professor Adel Nasiri

Inverters play a vital part in microgrid operations and control, boosting system flexibility and
efficiency. However, their limited physical inertia makes them vulnerable to network-induced
oscillations. Research is primarily focused on addressing this by adding inertia to the inverter
side. Earlier analysis of stand-alone microgrids utilized pure inverter-based systems with droop
control for power sharing among units, and generators were responsible for voltage and
frequency control. Inverter-based systems without communication latency have been studied.
However, these studies don't provide a complete dynamic model of microgrids, especially for
hybrid microgrids.

In this study, a systematic approach is presented to model a hybrid microgrid consisting of one
synchronous generator and two inverters operating in two modes. The master inverter is
responsible for voltage and frequency control during islanded mode, and setting power values for
the generator and slave inverter. It also supports the grid as a voltage source in grid-connected
mode.

The proposed MG differs from previous studies in its control approach, dynamics, and role of the
master inverter for supporting pulse load and communication delay compensation. Power sharing
is done via communication, not by droop control, so there's no need to add inertia to the inverter

side. The synchronous generator will use an outer droop loop to adjust power based on values

il



from the master inverter, while the slave inverter contributes power based on values received
from the master inverter.

The dissertation presents a state-space model for analyzing hybrid microgrids (MG) with various
dynamic components, including a detailed model of generator, two inverters. The model captures
the details of the control loops of the generator and inverters, but not the switching action. The
energy storage-based inverter controls voltage and frequency, while the generator and slave
inverter receive active and reactive power commands from the master inverter. The model also
takes into account the effect of communication delay on the control of the hybrid MG. Each sub
model is linearized around an operating point and the resulting system matrix is used to derive
the eigenvalues. This dissertation focuses on the study of the transient response of a hybrid MG
using eigenvalues to indicate the frequency and damping of oscillatory components in both
islanded and grid-connected modes

Electrical vehicle charger can serve as an example of a hybrid system based on the mentioned
topology. This study can generate a platform to analyze such applications and increase the

stability and resilience of the system.
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Chapter 1 Introduction

1.1 Background

One of the main drivers for the development of distributed energy resources (DERS) is the
increasing concerns regarding grid reliability and resiliency, both under physical disturbances and
cyber-attacks. To address these concerns, there is a growing need for the capacity to island portions
of distribution systems with interconnected DERs and loads, forming what are known as "Micro-
Grids." These micro-grids can provide a reliable source of electricity during emergencies and
support the overall stability of the power grid [1]

There is a consensus that micro-grids will play a significant role in improving the
performance of modern distribution systems by enhancing the quality and reliability of the electric
energy supply. As such, there is a growing focus on developing micro-grid technologies that can
operate efficiently and effectively in a range of different scenarios, including during emergencies
and under changing grid conditions.

Overall, the deregulation of the electric utility industry and the need for a more sustainable
and efficient future power system have driven significant technological advancements in the
sector, including the development of micro-grids. These advancements are expected to play a
crucial role in improving the reliability and resilience of the power grid, while also supporting the
transition to a more sustainable energy future [2].

Renewable energy is critical due to dwindling fossil fuels and the environmental impact of
traditional energy sources. To meet this challenge, we must transition to renewables like solar and
wind. Inverters play a key role in supplying power from these sources and energy storage to the

grid.



The recent occurrences of power outages have highlighted the susceptibility of the power
grid and the pressing need for a significant revamp to enhance its dependability. Additionally, the
escalating use of non-linear loads in electric power networks has resulted in a grave concern in
recent times - power quality distortion. Variations in power quality such as power cuts, voltage
drops and surges, voltage spikes, and voltage harmonics can lead to severe repercussions on the
electrical systems' loads. Consistent challenges with generation, transmission, and distribution
permissions, along with unpredictable weather events like Hurricane Sandy and Katrina, and
insufficient maintenance practices have all contributed to a rising number of malfunctions and
power outages [3].

Incorporating renewable energy and distributed generation (DG) into the electrical
distribution system can facilitate optimal usage of the current infrastructure and yield numerous
advantages, provided they are appropriately managed [4]. DG has the potential to reduce
consumption of fossil based fuels, reduce transmission and distribution losses, reduce the effects
of electricity price fluctuations, improve system efficiency, and improve voltage quality [5].

A microgrid concept provides a solution to manage DG and renewable energy and it has the ability
to maximize the overall system efficiency, power quality and power surety to critical loads [6, 7].
Renewable energy sources face a particular challenge in supporting the grid power balance,
making them globally less acceptable as a direct and reliable source [8]. However, energy storage
is recognized as a feasible solution to dissociate fluctuating power supply from load demand. The
following research proposes utilizing storage units as a supplement to renewable energy generation
to address the system demand for uninterrupted transmittable power. It is essential to accelerate

the deployment of renewable power to bring about a sustainable energy system in remote places



and small hybrid systems. Electricity storage is found to be the only economic solution that can

increase the fraction of renewable energy in the system to as high as 100% [9].

1.2 Microgrid Concept

The U.S. Department of Energy (DOE) defines a microgrid as a group of interconnected
loads and DG within clearly defined electrical boundaries that act as a single controllable entity
with respect to the grid [10]. There are many other definitions of microgrid, but all of them involve
a collection of DG and loads connected with the utility grid. Figure 1-1 [11] shows a definition of

the microgrid concept.

| Air Blower Converter | | PV Grid Inverter | I PV Grid Inverter |

_._.-._..

,-f-’q'i'f,i':-_'ﬁ 3
— “‘"‘“& =

Figure 1-1 The microgrid concept

A microgrid has the capability to operate in two different forms: parallel mode or island
mode. One of the most significant features of a microgrid is its ability to unintentionally separate
and isolate itself from the utility's distribution system during events such as faults, voltage
collapses, or blackouts. Additionally, a microgrid may intentionally disconnect from the grid
during maintenance or when the quality of power from the grid falls below certain standards. When
a microgrid is in island mode, it is essential to ensure the reliability of critical loads, while non-

critical loads may need to disconnect unless sufficient generation capacity is available within the



microgrid. Once the utility grid is recovered, microgrids can be seamlessly reconnected without

any interruption to critical loads [12].
1.3 MG Control Review

1.3.1 Microgrid Control Hierarchy
The hierarchical control architecture is organized into three categories as primary,
secondary, and tertiary levels based on the control bandwidth specification. Figure 1-2 presents

the hierarchical control structure [13].
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Figure 1-2 Conceptual framework of hierarchical control

The primary control is the most profound level and pertains to the actions of a local
controller with the control functions related to DGs, ESS, and loads. The primary controller

maintains the microgrid frequency and voltages within the acceptable limits as specified by IEEE

4



1547 standards. Additionally, it ensures proper power sharing among the parallel DGs. It
supports the plug-and-play operation of the DERs maintaining voltage and frequency during the
transition from grid-connected mode to islanding mode. The primary controller is the fastest
acting controller. In the primary control, there is a trade off in selecting the value of droop
coefficient. For better power sharing higher droop coefficient is required but at the cost of
frequency and voltage fluctuations. Therefore, the steady state deviations in the voltage and
frequency are further controlled by the secondary control. The secondary control involves the
control at MG level and also includes the ancillary services of MG. The tertiary control level is

the global control that provides an interface to the upstream network.

1.3.2 Intelligent Control Methods

Intelligent control methods in power systems, such as fuzzy logic and artificial neural
networks, have extensive research scope for power electronic converters-based functions. Fuzzy
logic consists of fuzzifier, rule evaluator, and defuzzifier, while artificial neural networks are used
for parameter evaluation, islanding detection, and load forecasting. Adaptive neuro-fuzzy
inference system (ANFIS) is another droop control strategy that offers benefits like independence
from line impedances and model configuration, but may increase computational burden and
require high-speed processors [14].
1.4 Primary Control Techniques

Primary control techniques in microgrids (MGs) are categorized as communication-based
control and droop-based control, with communication-based control further divided into
centralized and decentralized control. Droop-based control is typically decentralized, and factors
such as overall cost, complexity, implementation ease, system expandability, and redundancy often

make droop-based control strategies preferred [15, 16]
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A centralized controller enables bidirectional communication among system components
for status and set point information, eliminating the need for a secondary controller. This control
allows for system-wide information, accurate power sharing, and superior voltage regulation.
However, it has drawbacks such as higher costs due to communication requirements, potential
interferences, and limited system expandability. Master-slave control is an example of centralized
control where one DG unit acts as the master, and the slave units follow its current reference for
uniform current distribution. In master-slave control, the master operates in voltage-controlled
mode as VSC, whereas the slave units operate in PQ mode as current source converters.

The conventional droop control approach bears resemblance to synchronous generator
droop control, with active power tied to frequency and reactive power correlated with voltage.
Specifically, as active power escalates, system frequency diminishes, and as reactive power rises,
system voltage declines [17, 18]. To address the limitations of conventional droop control
methods, modified droop control strategies have been developed. These strategies are categorized

based on the variations in control approaches they employ [19].

1.5 Stability of Microgrids

Microgrids (MGs) differ from conventional power systems due to their small size and
operation at low to medium voltage levels. MGs primarily rely on renewable energy sources
(RESs), resulting in rapid changes in power generation and reduced inertia. This lack of inertia is
due to distributed energy resources (DERs) and smaller synchronous generators. MGs have a
higher power coupling due to smaller reactance to resistance ratio. Additionally, islanded MGs
may experience voltage and frequency fluctuations during load switching due to their smaller short
circuit capacity. Bidirectional power flow between the utility and consumers further complicates

stability, as does unbalanced loading within the MG.



Stability in MG is classified based on the time span of instability, cause of instability,
nature of disturbance, equipment’s involved and methodology used to analyze the instability. In
a conventional power system, stability analysis is well established and for the different frequency
ranges of possible concern there are models that include the appropriate features. However,
detailed generalized dynamic models for a microgrid are not available [20, 21]. Previous
dynamic analysis of microgrid system considered inverters as an ideal source, which are not
appropriate to study the stability of the microgrid and are not useful to analyze the robustness of

microgrid controls [22].

1.6 Problem Statement

The increasing adoption of energy storage systems and renewable sources coupled to the
MG through inverters has introduced new challenges due to their distinct dynamic behavior
compared to traditional synchronous generators. These differences in dynamic behavior can affect
the overall stability and performance of the power grid, and need to be addressed for the effective
integration and operation of inverter based systems [23]

To address the response time for sudden load changes, the inviter will provide quick
responses, especially for pulse loads. In a microgrid with both synchronous generators (SGs) and
inverters operating in grid forming mode, this feature may temporarily cause the inverters to supply
a larger share of the load following a load step-up. However, this could also result in the State of
Charge (SOC) of energy storage being insufficient due to prolonged operation in island mode. In
such scenarios, the proposed controller may be vulnerable. Additionally, the master controller can
cover transient conditions using the features of the inverters.

The main objective of this dissertation is to propose a novel approach for transient control of

microgrids, incorporating dynamic modeling, stability analysis, and utilization of energy storage-



based inverter as a grid-forming inverter for voltage and frequency control. The proposed hybrid
microgrid considered in this study includes a synchronous generator, a grid-forming inverter as a
master inverter, and a grid-following inverter as a slave inverter, is shown in Figure 1-3.

The proposed system is capable of effectively managing dynamic loads, such as pulse
loads, during islanded operation, optimizing the utilization of synchronous generators (SGs), and
minimizing the power demand on energy storage by accommodating dynamic loads. The master
inverter is responsible for transmitting power set points through a communication line. In this
study, the communication delay is considered as a part of the dynamic model, and the impact of
the delay on stability is analyzed

The proposed control strategy aims to mitigate the impact of communication latency
through rapid response from the master inverter, thereby enhancing the system's capability to
handle delays in communication.

A comprehensive dynamic modeling of each unit has been conducted in this dissertation,
which is distinct compared to other existing efforts in the literature. A novel modified resiliency
classification technique is proposed in this dissertation, which aims to enhance the resilience of
the microgrid (MG) system by incorporating data modeling approaches. The proposed technique
involves an innovative approach to classify and categorize the system's resilience levels based on
various source of faults.

In order to assess the robustness of the proposed control strategy, it is necessary to conduct
a thorough investigation into the stability of the microgrid system. To this end, a state space model
has been developed, which incorporates the detailed dynamic characteristics of each inverter-based
and machine-based distributed generator (DG) as well as load dynamics. The stability analysis of

the proposed control strategy encompasses an examination of the effects of changes in microgrid



and controller parameters, as well as communication delays. This analysis is crucial in determining
the system's stability and performance under varying conditions, and provides valuable insights

into the effectiveness and reliability of the proposed control strategy.
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Figure 1-3 Hybrid Micro Grid under study



Chapter 2 Microgrid Configuration and Component Modeling

2.1 The Hybrid System Configuration

The Hybrid System Configuration is a cutting-edge energy management solution that
combines multiple components, including a synchronous generator, energy storage system,
renewable energy source, and pulse load, to optimize power generation and consumption in a
sustainable manner.

The synchronous generator provides stable power output, while the energy storage system
stores excess energy for later use during transient change and peck demand periods. The renewable
energy source, such as solar or wind, harnesses clean energy to further supplement the power
generation. Additionally, the pulse load, which represents intermittent or fluctuating energy
demands, is effectively managed through the Hybrid System Configuration, ensuring smooth
operation and reliability. This innovative system configuration offers a flexible, efficient, and
environmentally-friendly solution for sustainable power generation and utilization in various
applications, including islanded mode of operation and grid connect mode.

Figure 2-1 represents the proposed configuration of the hybrid system he master inverter
is responsible for preparing the reference voltage and frequency for the microgrid (MG) in islanded
mode, as well as acting as a voltage source to support the grid during grid-connected mode. Each
unit within the hybrid system has its own primary controller, and the master controller is located
in the master inverter, serving as a central controller. The secondary control layer is connected to
the other units through a communication line, enabling coordination and synchronization among
the different components of the system. This setup enables the master inverter to share active and

reactive power among the other units based on the load demand and system situation.
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Figure 2-1 The block diagram of system under study

In relation to the varying response times between the synchronous generator and the master
inverter, the inverter is capable of supporting this change by rapidly responding to new demand.
However, relying on energy storage for long-term load support may not be feasible. Therefore, a
crucial responsibility of the master controller is to effectively adjust the power distribution between

the generator and the slave inverter during operation.

2.2 Natural Gas Generator (Synchronous generator)

The natural gas generator plays a pivotal role in microgrids, offering numerous advantages
for power production when the utility grid fails. In comparison to coal, gasoline, and oil, natural
gas is considered the cleanest fossil fuel with minimal environmental pollution. Greenhouse gas

emissions, particularly CO2, are significantly reduced with the use of a natural gas generator.
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Additionally, the availability of pipelines for easy transportation and the cost-effective nature of

natural gas generators further drive their utilization in microgrids [24].

Generator
Di 1 h Breaker
l1ese =
. Engine Shaft Synchronous al & ~
Engine Generator
. A
Fuel Injection Excitation
€ Current
Governor Angular Velocity AVR <
y Voltage
| ‘ Current
Voltage Reference
8 AGC < Voltage
Angular Velocity Reference Unit < Reference

Figure 2-2 Block diagram of a natural gas generator

The excitation system of a natural gas generator is responsible for controlling reactive
power, while the governor system adjusts the active power output. By supplying both active and
reactive power to the system, the generator helps maintain a constant voltage and frequency within
the microgrid. Figure 2-2 illustrates the basic block diagram of a natural gas generator connected
to a grid or microgrid. In order to thoroughly study the behavior of a natural gas generator, it is
imperative to create detailed models for the synchronous generator, excitation system, Automatic
Voltage Regulator (AVR) system, gas engine, and governor system [25]. The detailed modeling

of all the components of a natural gas generator is described in the next chapter.

2.2.1 Exciter Modeling

The fundamental purpose of an excitation system is to furnish direct current to the field
winding of a synchronous machine. The excitation system must possess the capability to
automatically regulate the field current to uphold the prescribed terminal voltage/reactive power.
In order to conduct a comprehensive investigation into the behavior of a synchronous machine for

power system stability studies, it is crucial to meticulously model the excitation system of the
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machine with sufficient detail. The basic block diagram of an excitation control system is given in

Figure 2-3.
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Figure 2-3 Basic block diagram of an excitation control system

2.2.2 Natural Gas Governor Model

The natural gas engine requires precise control to efficiently convert its power to useful

work. This is achieved through the use of a governor, an essential device that regulates the engine's

speed or power output. To enhance the speed response, an electronic control system is utilized in

the governor control system. The governor senses the speed of the prime mover and sends an

electrical signal to the actuator, which then adjusts the fuel supply to the engine to maintain the

desired speed/load level. The gas engine, governor, and actuator are modeled with meticulous

details, and the governor controls are fine-tuned to align with the engine's typical performance.

The gain and time constant of the governor model are adjusted until a satisfactory response is

achieved [26]. The basic control block diagram of a natural gas engine and the governor system is

shown in Figure 2-4.
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Figure 2-4 The detailed control system of Governor
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2.3 2.3 Voltage Source Converter System

The field of power electronics has witnessed remarkable growth in recent years, driven by
advancements in semiconductor fabrication technology and revolutionary breakthroughs in digital
signal processors. Power converter systems play a pivotal role in enabling efficient energy
exchange between two subsystems according to predefined performance criteria. These
subsystems often operate with different voltage and current forms, frequencies, phase angles, and
magnitudes, making direct interfacing impossible. Power electronics converter systems serve as

an interface link, facilitating seamless integration between these dissimilar subsystems.

VRer Voltage Current
—

Controller [ | Controller ) i ! ” i
i1 C Lo

Figure 2-5 Inverter block diagram

The voltage source inverter (VSI) is a power electronic circuit that convert DC signals to
AC. Typically, the renewable energy sources like photo-voltaic (PV) cells produce DC current
and power which need to be converted to AC through a VSI in order to be supplied to local load
or the utility grid. A VSI comprises of DC source (PV, fuel cells, batteries), switching circuit,
passive filter for connecting to the grid and controller are illustrated in Figure 2-5. Any three
phase set of variables that add up to zero in the stationary a-b-c frame can be represented in a

complex plane by a complex vector that contains a real and an imaginary component.
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2.3.1 Grid-Forming Concept

Grid-forming control controls the voltage and frequency of the inverter, making the
voltage-sourced inverter behave approximately like a voltage source, as shown in Fig. Because
the voltage and frequency remain constant, the grid forming inverters can work in the stand-

alone mode and track the loads [27]
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Figure 2-6 A simplified depiction of a Grid-forming converter

The master inviter functions as an advanced grid-forming inviter, equipped with the
capability to regulate voltage in both islanded mode and grid-connected mode of operation. The
notable improvement over the existing literature is the incorporation of a power compensator
during grid-connected mode, which enables precise adjustment of reactive power during voltage
regulation. This refined control system sets it apart from the previous system introduced in the

literature. Figure 2-7 depicts the block diagram of grid forming inviter.
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Figure 2-7 The proposed control strategy of grid forming inverter
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2.3.2 Grid-Following Concept

Presently, grid-connected, inverter-based distributed energy resources (DERs)
predominantly employ grid-following control, which utilizes a phase-lock loop (PLL) and a
current control loop to achieve swift regulation of the inverter's output currents [28] .This form of
control causes the voltage-sourced inverter to operate akin to a current source, as illustrated in Fig.
4(a). The advantage of grid-following control is its rapid current regulation capability. However,

it lacks control over voltage and frequency, relying on an external voltage source as a reference.

Figure 2-8 A simplified depiction of a Grid- following converter

The slave inverter in the proposed hybrid system operates as a grid-following inverter,
functioning in two different modes of operation. The slave inverter is responsible for pushing

power based on the reference values, which are set according to the system requirements and

conditions.
P i :
kef Power Ref| Current PWM
Qrer Control "| Control "
Inverter
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Figure 2-9 The block diagram of the slaved inverter
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2.4 LCL Filter

Commonly, a high-order LCL filter has been used in place of the conventional L filter for
smoothing the output currents from a VSI. The LCL filter achieves a higher attenuation along
with cost savings, given the overall weight and size reduction of the components. LCL filters
have been used in grid-connected inverters. The higher harmonic attenuation of the LCL filter
allows the use of lower switching frequencies to meet harmonic constraints as defined by
standards such as IEEE-519 and IEEE-1547.

The LCL filter model is shown in Figure 2-10, where L1 is the inverter side inductor, L2
is the grid-side inductor, Cf is a capacitor with a series Rf damping resistor, and voltages vi and

vg are the input and output.

Grid

Figure 2-10 LCL filter

The transfer function of the LCL filter with damping resistance is defined by (2-1).

H = -
Q LiCeLys3 + Ce(Ly + Ly)Rps? + (Ly + Ly)s (2-1)

Several characteristics must be considered in designing an LCL filter, such as current
ripple, filter size, and switching ripple attenuation. The reactive power requirements may cause
a resonance of the capacitor interacting with the grid. Therefore, passive or active damping must

be added by including a resistor in series with the capacitor [29].
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The resonate frequency is derived in the following equation.

L+ L (2:2)
wres - L1L2 Cf
The resonant frequency range must be considered to satisfy (2-3).
10fy < fres < 0.5fsw (2-3)

Where fi.c5 is resonant frequency, fg is grid frequency and f,, is switching frequency.
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Chapter 3 State Space Modeling and Stability Analysis of the
proposed MG

Frequency stability in a traditional large power system is maintained through the inertia of
large synchronous generators, while voltage stability is maintained by controlling reactive power.
Reactive power sources in a traditional system include synchronous generators, synchronous
condensers, and capacitor banks, with regulating transformers also contributing to voltage
regulation.

However, in a microgrid, which integrates a large number of inverters with renewables and
energy storage, the situation is different. During island mode of operation, when the microgrid
operates independently from the main grid, it may have limited inertia or no inertia at all if no
synchronous generator is connected. The stability aspect of a microgrid depends on its structure
and the sources connected to it, and can vary significantly.

A microgrid (MQG) is a small-scale power system that can operate independently or in
coordination with the main power grid. A state-space model is a mathematical representation of a
dynamic system that describes how its variables change over time. In the context of microgrids, a
state-space model can be used to represent the behavior of the system and predict its future
behavior.

The state-space model of a microgrid includes a set of equations that describe the
relationships between the system's inputs, outputs, and state variables. Inputs to the system include
external disturbances such as changes in demand, renewable energy sources, or grid faults. Outputs
of the system include measurements of the system's behavior, such as voltage or frequency. State
variables are the internal variables of the system that change over time, such as the energy stored

in batteries or capacitors.
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Stability analysis is an important aspect of microgrid operation as it ensures the system
remains in a safe operating condition. Stability analysis of a microgrid can be carried out using the
state-space model by determining the eigenvalues of the system's matrix. The eigenvalues indicate
the stability of the system, and if all eigenvalues have negative real parts, then the system is stable.
If any eigenvalue has a positive real part, then the system is unstable, and corrective actions must
be taken to ensure the system remains safe and reliable.

In this chapter, the state space model of voltage mode inverter, current mode inverter,
natural gas generator, and transmission line has been derived. The detailed state space model of
each unit in the hybrid microgrid has been developed. The stability analysis of the microgrid can
be performed in various scenarios using this model. It can also be used to design controllers for
the microgrid, such as governor and excitation systems for synchronous generators, active and
reactive power controllers for current mode inverters, as well as voltage and frequency controllers
for voltage mode inverters. Additionally, the developed state space model can be utilized for
analyzing the stability and sensitivity of controller parameters.

In power electronics, inverters are commonly modeled using a space-state formulation,
where the power devices within the inverter are idealized as switches. While this approximation
sacrifices some accuracy, it allows for faster simulation times by reducing the time required for
analysts to set up simulations and for computers to produce results [30]. By neglecting the
switching behavior of the power devices, the inverter can be modeled as a linear time-invariant
system. This simplification allows for the use of well-established control theory techniques and
linear system analysis tools. Additionally, it reduces the complexity of the model and the

simulation time, making it easier to analyze and design control strategies for the system.
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3.1 Dynamic Model of the Proposed MG
The dynamic model of the proposed microgrid incorporates the interactions and behaviors
of various components, including generators, inverters, storage systems, and loads, to accurately

capture the system's dynamic response and behavior.
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Figure 3-1 Dynamic model of the proposed MG

Figure 3-1 illustrates the detailed dynamic model of the proposed microgrid, which
includes the independent modeling of each unit. This comprehensive model encompasses the
dynamic interactions and behaviors of various components, such as generators, inverters, storage
systems, and loads, taking into account their individual characteristics and operational modes. This
detailed model enables a thorough analysis of the microgrid's dynamic behavior and performance
under different operating conditions, facilitating the design and optimization of control strategies
for efficient and reliable microgrid operation. Additionally, a communication line has been added
as a part of the MG dynamic system, which distinguishes it from previous studies and makes it a

more advanced model.
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3.2 Dynamic Model of Natural Gas Generator (Synchronous Generator)

A natural gas (NG)generator plays a critical role in a microgrid when the state of charge
(SOC) of the energy storage system is insufficient, and the renewable resources are unable to
generate enough power to meet the energy demand of the microgrid. The natural gas generator
serves as a reliable backup power source, ensuring uninterrupted power supply to the microgrid
during periods when the energy storage system's SOC is low, or when renewable resources such
as solar or wind are unable to generate sufficient power to meet the load requirements of the
microgrid. This ensures the stability and resilience of the microgrid, enabling it to continue
providing power to critical loads even in challenging conditions. The natural gas generator acts as
a reliable and flexible source of energy, complementing the intermittent nature of renewable
energy sources and enhancing the overall performance and reliability of the microgrid system.

A natural gas generator helps maintain stability due to the varied time responses of
generators and energy storage systems. It is essential to consider the natural gas generator in
stability studies. In this section, the state space model of the natural gas generator will be derived.

Synchronous machines have complex dynamics and control mechanisms that cannot be
fully addressed in a short lecture. Therefore, several topics such as the accurate prime mover
dynamics or the structure of excitation systems are not fully explained. Additional information
may be found in [31, 32].

The delivered state space model of a synchronous generator covers the mechanical model
to illustrate the model of the governor and engine, as well as the excitation model with
communication delay between the generator and the master inverter. The details of the

synchronous generator block diagram are illustrated in Figure 3-2.
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Figure 3-2 System block diagram of synchronous generator

3.2.1 Mechanical model

The rotational inertia equations are important in stability analysis describing the effect of

unbalance between the electromagnetic torque and the mechanical torque of synchronous

machine.

These equations are called swing equations, which are given by

dw,
dt

2H.

=T, —T, (3-1)

Where Ty, is mechanical torque in N-m, Ty, is electrical torque and w, is angular velocity

of the rotor radian per second. H is inertia constant.

In order to accurately study the behavior of a natural gas generator, it is necessary to

incorporate the dynamics of the natural gas engine, governor, fuel valve, communication delay

and control system into the mathematical mode. The complete mechanical system is shown in

Figure 3-3.
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Figure 3-3 The complete mechanical system with active power setting value from the master inverter

The NG operates in power control mode. In order to increase the power output, the

mechanical torque has to be increased. The speed reference for governor system is wgng + Peng

Where wgpg is reference speed and Py is the output of the droop control is derived from the

master inverter. The differential equation of internal state can be represented by following

equation.

Z K Ky,.S X
_:(Kpg+ﬂ+L il

E, S Tpg.S+1 Xy

x‘él = xgz

z = (KpyTpg + Kpg) Xg2 + (Kig- Tpg + Kpg)Xga + Kig- X1

eg =S.(Tpg. S+ 1)Xg1 = Wing — Wng + Pong

1— Tdczomi S

——— (P — P,
14 Tdczomi P ( sng engc)

Ps*rfg = Dpy

(3-2)

(3-3)
(3-4)

(3-5)

(3-6)

Where x4, ,Xg, are internal sate of PID controller, Dpgis droop coefficient, Pggis the active power

reference value generated from the master controller before applying COM delay, Pepg, is the feedback

value of the active power coming from the generator.

X

gpl — . (Ps*ng - Pengc)

1+ —Tdczomi S
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By applying the inverse Laplace transform on equation (3-7), the state space equations for

control system can be written as follows.

2 2
Xgp1 :_T—-xgpl'i'T—-(Psfng_Pengc) (3'8)
dcomi dcomi

Xgp1 18 internal state and Tycomi is COM delay

According to the block diagram and the equation (3-8), can be written as follows.

*k Td i *
PL, = Dpg (1 - ~deomi s) Xgp1 = 2. DpgXgps — Dpg (Pong — Ponge) (39)

From power feedback through communication delay, the following equation can be written

PengczTPeng (3-10)
1
X, = .P.
gp2 T eng 3-11
1+-3Ls ()

Where Tg¢ is feedback line delay from the NG to the master controller, Xqp, is an internal state
used to describe the state-space equation for the COM delay transfer function.
2 2 (3-12)

(yp2 = — 7 Xgpa + 7 P

Xgp2 Taf Xgp2 Ty 9
And,

3-13

Pengc = Z-Xgpz - Peng ( )

The transfer function of the fuel valve is given by following equations.

1
X

R — -
9T, S+1 (3-14)

The states of the control system is Xg3. The state space equations for fuel valve can be written as

follows.

25



. 1 1
Xg3 = — 7 Xg3 t

T

—Z 3-15
. Trg ( )

The transfer function of engine delay is given by following equations.

1-Tag
T, =—2 "X, (3-16)
T, o9
1+-Ls

Where T, is mechanical torque, Ty is engine delay. The state-space equations for the

engine delay can be written as follows.

1 . 2

2
.Xg3, XTm —E.me +T—dxg3 (3_17)

XTm = Tdf
1+TS

XTm 1S an internal state used to extract the state-space representations of engine delay questions.
Tm = 2.me_xgg (3'18)
The equation of motion of the rotor of synchronous generator, which is driven by prime mover is

given by [33].

dw
“+ Dw, = Ty — Tong (3-19)

2H
dt

Where J=2H is the total moment of inertia and D is the damping torque coefficient. From the

transfer function the state space equation can be written as follows.

1
“na = 77555 Im = Tena)
(3-20)
D 1
©no = =557 @ng + 3 Tm T g Teno

3.2.2 Electrical Model of SG

This section presents an electrical model of the machine which is based on dq0 quantities. The

machine is described as a system of coupled inductors.
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) d
Vp = _Rblb +Elb
(321)
] d
v, R.i. +%AC
d

Where A, 1, - denote the stator flux linkages, i, j, . denote the stator currents (generator output
currents). The negative signs have been included since currents are positive when flowing out of
the generator, A¢ denotes the field winding flux linkage, and i¢ denotes the field winding flux link.
In addition, v, ;, . denote the stator terminal voltages (generator output voltages),
ve denotes the field winding voltage, R, . denotes the resistance of each winding on the stator;

R denotes the field winding resistance.

The model defined by the above equations typically does not have an equilibrium point
since the inductances depend on the rotor angle 0, and thus vary with time. For this reason, we will
now develop an equivalent model which is based on dq0 quantities. Such a model may be obtained
by applying the dq0 transformation to the equations above. Omitting the algebraic details, the

resulting dq0-based model is given by.

d
Vg = _Raid +Eld - (1)/1q

d
Vg = —Rgig + Elq + wiy (3-22)

d
= —Rsis +—21
vy it
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Ad = _Laid + Laflf
A = ~Lqiq (3-23)
3 , )
/‘{f = _ELafld + Lffl'f
Where Lg is the direct-axis synchronous inductance, Lgis the quadrature-axis synchronous
inductance and Lgdis the field winding self-inductance with constant value.

For a perfectly round rotor with (no saliency effects) Lq = Lq , the synchronous inductances are

equal equation (3-24).

Ly = %(Ld + Ly), Ly=Lyg= L, (3-24)
Where Lg is the synchronous inductance of the machine. This section presents a simplified
dynamic model of the machine. The model is based on the following assumption v = Lq = Lg ,
if = Constant, by replacing equation (3-23) into equation (3-22), the new state space can be

written as follows.

d
Vg = _Raid - Lsaid + wLSiq

(3-25)
Uq = _Raiq - Lsaiq - a)LSid + (ULafIf
I¢ is constant value. Using the definition.
Vg = wglgsly = Constant (3-26)
These equations may be written as (3-27)
. d. .
vg =0 —Ryig — (Lsald — wlgig)
(3-27)

w . d .
Vg = o Ve — Rgig — (LS%lq + wlgiy)

S

Where w denotes the rotor electrical frequency and wgdenotes the nominal grid frequency,
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Based on these expressions the machine’s simplified model may be compactly described

as an internal voltage source (induced EMF) behind a series impedance, as shown in Figure 3-4

Figure 3-4 The simplified generator model

In this equivalent circuit the internal voltage source is given by equation (3-28)
€q ) 0
[eb] = w_s VE (3-28)
eC
0

The power equation of the machine can be summarized as follows.

3
P, = E(edid + eqiq) =Tewn (3-29)

According to Figure 3-3 and equation 3-29, the active power output of natural gas generator is

given by following equation.

3 . .
Peng :E' (vngd-lngd + Ungq-lngq ) ( 3-30 )
After linearizing the above equation, linearized equation can be written as follows

3 , , 3-31
APeng = E (Vngd'Alngd + Ingd-AUngd + Vnqu.lngq + Ingq-Avngq) ( )
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The differential stator voltage equations in the d-q reference frame, as shown in Figure 3-5, can

be written as follows.

dinga
ng 2% = Ungd — Vea — Rng ingd + wngLngingq
dt
i (3-32)
ngq _ _ _ . _ .
ng " gr . Ynga ~ Véq Rugingg — Wnglnginga

v
ngdq Rn Ln

: g g Vgag
Ingdq

Figure 3-5 The electrical model of SG in dq frame

After linearizing the above equations, linearized equation can be expressed as follows.

-1 1 , Rng .
Alngd‘@-vngd - E'de + Wngs-lngg — _Lng lnga + Ingq.a)ng

M 1 1 . Rng . ( 3_33 )
Alngq—g.vngq - %.qu — Wngs-lnga — Elngq — Inga- Wng

By assuming the speed constant, the electrical power is equal to electromagnetic toque in
per unit. Regarding equations (3-29) and (3-30), the electromagnetic torque can be expressed by

the following equations.

3 ] _
Teng = : (Vngd'lngd + Ingd'vngd + Vngq-lngq + [ngq'vngq)
2. wngs (3-34)
1 3
5 (Vngadnga + Vaggdngq )-@ng
ngs

By replacing equations (3-34) into equation (3-20).
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D 1 1 1 1 3

Drg = =35 @ng - X1m = 35 %g3 = 5 Vnoa-tnga 35 5o
1 3 . 1 3
Inga-Vnga = 355 —Vnga-inga = 35, Tnga-Vnga +

(3-35)

1 3
o (Vngadnga + Vagglngg )-@ng -
ngs

1 3
F=ihor (Vaga-Inga + Vngq-Ingq )

By replacing equations (3-4), (3-5), (3-9), (30-31) and (3-34) into equation (3-3), the

equation can be written as follows.

eg = Wing — Wng + 2. DpgXgp1 — DpgPing + Dpg2. Xgp
3

3
— Dpy 7 Vnga-lnga — Dpg 5 Lnga-Vnga — Dpg EVngq-lngq (3-36)
— Dpyg 2 Ihgq- Vngq
Z = Kg1wsng — K1wng + 2. K1 DpgXgp1 — Ke1DpgPeng + Ke1Dpg 2. gy,
- KGlDPg E Vngd~ingd - KGlDPg E Ingcl- VUngd
(3-37)
— K61Dpg EVngq-ingq — K61Dpg 2 Ingq-Vngq
+ ((Klg' TDg + Kpg) - KGl)xgz + Klg.xgl
ZKPgTDg + Kpg (3-38)

K,
G1 Tog

By replacing equations (3-37) into equation (3-14) the equation can be expressed as

follows.
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' 1
Xg3 = _Exgﬁ Tl (Klesng Kleng + Z-KGlDnggpl
KGlDPgPs*ng + KGlDsz-xng ( 339 )
- KGlDPg E Vngd-ingd - KGlDPg E Ingd- Ungd

- KGlDPg EVngq-ingq - KGlDPg 2 Ingq' Vngq
+ ((Kig-Tog + Kpg) — Ke1)Xg2 + Kig-x41)

From above discussion and above differential equations, the state space equations for

mechanical system is given (3-40).

. 2 2 4
® X =——.X +—P* ——0X +
gpl Tacom gpl dcom sng Tacom gp2
T (Vngd lngd + [ngd 17ngd + Vngq lngq + [ngq 17ngq)
dcom
2 .
* Xgpy = —rﬁ.xgpz +T¢f' (Vnga-inga + Inga-Vnga +

Vaga-ingg + Ingq-Vngq)
[ ) xé.]l = ng ,

1
E(w;ng — Wng + Z-Dnggpl - DPgPsyfng +

) xé.IZ
3 . 3
ng2.xgp2 - ng E Vngd-lngd - ng E Ingd- Ungd -
3 . 3 1
Dpg5Vhgq-ingg = Dpg 3 Ingq-Vngq) — Ty Xg2
. 1 1
° xg3 = —Exg3 + E (Kle;ng - Kleng + Z.KGlegxgpl -
* 3 .
KGlDPgPsng + KGlDsz-xng - KGlDPg E-Vngd'lngd - (3-40)
3 3 .
KGlDPg 2 Ingd- VUnga — KGlDPg EVngq-lngq -
3
Ke1Dpg 3 Ingg-Vngq + ((Kig-Tpg + Kpg) — Kg1)x g2 +

Kig-x41)
. 2 2
¢ Xppm =~ Xt —X
™m T, ™m T, g3
) D 1 1 1 3 . 1
o W= ——wWh, t+=.% ——V, g -
ng 20 Png T Xtm T 5 Xg3 T 4H wpgs 94 TMId 4y

3 1 3 1 3

— 1 v ———Vhog-l —— Ligg-Vngg +
wngs ngd-“ngd — 4H wngs ngq-‘ngq — 4Hwngs ngq: *ngq

1
H ol (Vngd Inga + Vaggdngg )-Wng
e §= wn
g
. _ 1 1 . Rng .
lngd = @'vngd — E'de + Wngs-lngg — _Lng lngd +

Ingq. Wng
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1 1 Ry

P _ _ = _ . _ g : _
. Lngq—Lng.vngq Lng'qu Wngs-inga Lnglngq

Ingd- (j)ng

Figure 3-6 shows a state space model of a governor. The mechanical system has three
inputs, which consist of the MG reference voltage, frequency reference value, active power
setting value from the master controller, and terminal voltage coming from the exciter side.
The mechanical model states cover internal states to describe the controller, COM delay, and

mechanical parameters.

i P, :
; Wng sng INV1 '
: [Agov] |+ @ong :
F [ %op1 ] i N i 7 Exciter '
COM delay—- | 7" Xgp1 | L. .ret T treda !
The Internal. 9p2 Xgp2
states [ Afyl Xg1 VGa
PID controller — | Xg2 Xg2 Vnga vgq | [~ Reference points
L] %os | _ A Yoz |* [BGOU-EXC] [Vngq] + [Boov] Ping |«— setting value from
me - Gav]- XTm T w;ng - the Master INV
Wng Wng Frequency setting value
The Governor . S5 .
) Exciter
parameters . Al
Ai Lngd
lngd Al
Ai Singa
L=*ngq |

Figure 3-6 The state space model of governor

According to Figure 3-6, state space matrixes are defined as follows.
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2 4 3V, 3V,
- - 0 0 0 0 0 0 2 ngd 194
Tdromi Tli'cum Tdcom Tdram
2 3V, 3V,
0 - = 0 0 0 0 0 0 g4 g4
Tar Tar Tas
0 0 0 1 0 0 0 0 0 0
z D 2 D 0 ! 0 0 ! 0 31 Dp,.V, 31 Dy, V,
E' Pg TiDg Pg- TiDg TDg ZTDg. Pg-¥ngd 2TDg- Pg 'ngq
2.Kg1Dpy 2K Dpy 1 1 1 1 K1 3Kg1 Dpyg 3Kg1Dpg
e T Ky —— Ko+ — (K Tog + K -—— 0 - 0 =9 - .
T1g Tiy  Tig 9 Ty '“+T1g( 19 Tog + Kng) Tig Tig 2T, MY 21, e
2 2
0 0 0 0 - - 0 0 0 0
Tag Tag
0 0 0 0 ! ! b +F 0 3 v, 3 |4
2H H 2H 4H. w9 4H. g 90
0 0 0 0 0 0 1 0 0 0
R
0 0 0 0 0 0 Ligg O - Wnys
Lng
R
0 0 0 0 0 0 ~lyga O Wngs ——_
Lng
Slngd 3'rngq r 2
Tdcom Tﬂmm 0 0 Tdcom 0
3ingd 3’“9"? 0 0 0 0
Tas Tar 0 0 0 0
0 0 1 1
31 31 0 0 *ﬁ’ng Too
_ETTQ'D“ Inga _EEDPQ Tnga chl KG?
_ B — | o 0 —-ZDpy —
BGov Exc = _3KeiDpg | _3Kaibpg, Gov — Tyg 7 Ty
2Ty, 2T, "1 0 0 0 0
0 0 0 0 0 0
1 3 ! 1 3 ; 0 0 0 0
4H wngs MY 4H.wngs MY oy 0 0
0 0 "—ny
1 1
- 0 0 - 0 0
ng L L"'-Q
0 1
Lng

3.2.2.1 Dynamic Analysis of Governor System

To analyze the stability of the mechanical system, a state space model is utilized. From
this model, eigenvalues are derived, and the impact of communication delay and mechanical
delay on the system is assessed. Figure 3-7(a) shows that the eigenvalues move to the right side
as more delay is added to the engine transfer function. The simulation results in Figure 3-8
confirm this analysis. The same concept as in Figure 3-7(a) applies to the fuel valve, as shown in

Figure 3-7(b).
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Figure 3-7 a. The impact of engines delay. b. The impact of the fuel valve delay
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Figure 3-8 This simulation data demonstrates the impact of engine delay on SG frequency
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Figure 3-9 Exploring the effects of changing droop gain on eigenvalue plots in islanding mode

35



@ pu
18| SG Frequency

D is changed to 0.06

1] 1 2 3 4 5

Figure 3-10 Presenting simulation results that demonstrate the effect of droop gain on SG frequency
during islanding mode

The droop coefficient is another parameter that is analyzed. While it does not have a
significant effect during standalone operation, the droop gain becomes highly sensitive when the
generator is connected to the MG, leading to instability in the system. Figure 3-9 displays
eigenvalue plots for varying values of droop gain, and Figure 3-10 illustrates the system's
instability during islanding mode as the droop value increases.

The communication delay was the last parameter that was studied. Two scenarios were
proposed: In the first one, there is the same amount of delay in the forward and backward paths,
while in the second scenario, we have two different delays in each path. Before proceeding, it is
essential to obtain an accurate estimation for the time delay. Latency refers to the duration it takes
for a signal to travel from its source to its destination, typically from a transmitter through a
network to a receiver. In the context of a distributed control system, latency is measured as the

time it takes for a message to be transmitted from the sender and received by the receiver.
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Figure 3-11 Plot of Eigenvalues with increasing communication delay between the master controller and

SG
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Figure 3-12 The transfer function of communication between two units

e Approxmation

== 1/1 Pade Approximation
— 2" Order Taylor Polynomial

Figure 3-13 Comparison of two methods of time delay approximation

One of the methods commonly used for the rational approximation of the time delay

transfer function is the application of Padé approximants. As illustrated in Figure 3-13, the
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results obtained from Padé approximants are superior to those of Taylor series. In this study, we

have utilized a first-order approximation for the time delay transfer function.

1—%5
e~ Tas =—— (3-41)
1+7ds

Regarding Figure 3-11, it can be observed that in the second scenario, the output power
will start to fluctuate earlier than in scenario number one, when the delay in both paths is increased.
This highlights the significance of considering the delays in forward paths more carefully than in

the first case.

3.2.3 Exciter state space modeling

The excitation system's comprehensive block diagram is presented in Figure 3-14. By
examining the block diagram, it can be deduced that the voltage reference for the Automatic
Voltage Regulator (AVR) system is composed of two parts: vg,s + Qgng. The voltage reference,
denoted by vy, is generated internally within the system, whereas Qgpgis received from the

droop controller to control the reference reactive power. Together, these two components

determine the output voltage of the generator.

AVR Exciter

The Master Controller .
Ving

Q;ng 1-— Tacom S QWH Vsng
2 i
‘_>( ) » |
14 g |
_ 3 :

Qangc .
i TpS+1

Typ
1——==S :
L 2 i Qeng
—

-~

v

" TS +1

Master Inverter

Tus
1+—==§ 3
2 Qen972 . (%gq-]ngd - ngd-lngq )

Figure 3-14 Block diagram of excitation system
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Reactive power output of natural gas generator is given by following equation.

3
Qengzz- (VTIQQ'Ingd - Vngd-lngq ) (3-42)

After linearizing the above equation, linearized equation can be written as follows.

N| W

AQeny == (Vagq-Binga + Inga-Avngq = Vigaliingg = Ingg-Avnga)  (3-43)

According to the block diagram depicted in Figure 3-14 and equation 3-43 we can write equation

(3-44)
e = Ving + Dy ang_E.Dqg (Vngg-Dinga + Inga-Dvngg — Vagaliingg
(3-44)
— Ingq.Avngd) -V
Tdcomi
" 1——dcomig . 1 N (3-45
sng — DQg HTCZOTM-S- (ang - Qengc) s ngl = m- (ang - Qengc) )
2 2
) 2 2 .
Xgq1 = — T ' - Xgq1 + T - (ang - Qengc) (3-46)
dcomi dcomi
*x Tdacomi *
ang = DQg (1 - d2 S)-xgql = Z-Dnggql - DQg- (ang - Qengc) (3-47)
Equations (3-48) and (3-49) can be used to model the feedback delay.
1 larg
2
Qengc = T Qeng (3-48)
1+ TS
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Xy = ———.0Q
942 T eng 3-49
1+-=5ts (349)

Where X, is internal state, the state space equation for feedback line can be written as follows.

. 2 2 (3-50)
=——, +—.
xng Tdf xng Tdf Qeng

3-51
Qengc = Z-xng - Qeng ( )
The transfer function of AVR system is given by following equation.
% K Kp,.S X -
_A:(Kpr+l+ Dt )_vl (352)
E S Tp.S5+1
Where x,, and Xy, are internal state.
. 3-53
Xv1 = Xp2 ( )
X, =ie—ix (3-54)
v2 TD TD v2
From equation (3-52)
Vg = Kpie + [-Kpy + (Klr- Tp + Kpr)]xvz + Kir- X1 (3-55)
Where KEI — W
Tp
By using equation (3-47), the new equation can be written as follows
e= 17s*ng Ve + ang (3-56)

= Vsng = Ve + 2.Dgg%gq1=DogQsng + Dog2-Xgq2 — DogQeng

By replacing equation (3-56) into (3-55), the new equation can be expressed as follows.
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Va = Kg1Vsng — Kp1Ve + 2Kg1. DogXgq1—Kp1DggQsng + Ke1Dog2-Xgq2
— Kp1Dgg 5 Vagq-Binga = Ki1Dog 5 IngaBvngy (3-57)

3 _ 3
+ Kp1Dgg4 EVngdA- ingg T Keg1Dgyg Elngq. Avpgq + [—Kgy
+ (Kir- Tp + Kpy ) 1202 + Kjr X1

The transfer function of the amplifier is given by following equation.

K4

V.=—=2 vV -
T TLS+1 4 (3-58)

By replacing equation (3-57) into equation (3-58), the first order differential and output

equations can be written as follows.

oo Kage e Kag o Kay b Kap b Q:
r TA E1Ysng TA E1%c TA E1-~Qg*gq1l TA E1Y7Qg%¥sng
A Ky .
+ -2 Kg1Dgg2-Xgq2 — = Ke1Dog = Vnga-Dinga
T, T, 2
Ky 3 A 3 . 3-59
__KElDQg_ Ingd.AUngq +_KE1DQg_VngdA~lngq ( )
T 2 T 2
N Dol Avy g + A K
T_A E1 ng ngq- vngd E[ E1
K, 1
+ (Kip-Tp + Kpp ) 125 + = Kip- X1 ==y
A A
The transfer function of the exciter is given by following equation.
E ! v 3-60
P T, S+Kg " (3-:60)

The process of obtaining the first order differential equation can be explained as follows.

. —Kg 1
Ef=—LE+=—.1
Tg

T (3-61)

The open circuit transfer function of the generator field is expressed by the following equation.
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1

V.=—F -
€T T S+1 7 (3-62)

Where Ty, is a time constant of filed, the first order differential equation can be given as follows.

1
— U+ E (3-63)

Where vpgq = V¢, F and Vygq = 0, from above small perturbation equations, the state space

equation for exciter system can be written as follows.

% 2 £ 4
. = — +——Qing — Xgqz +
gql Tdcoml gql Tdcomi ang Tdcomi 892
——— (Vppq Al — VhedAineg — Inea-V
Tdcoml ( ngzq ngd 3ngd ngq ngq c)
o ngz = —T—df.ngZ + T_df (Vngq'Alngd - VngdA-lngq - Ingq' C)

® Xy =Xyz |
. 1., N
[ ] XVZ = E (Vsng - VC + 2. DQngql_DQngng + DQgZ-ngz
3 . 3 . 3 1
Dqg 5 Vngq-Ainga + Dog 3 VngdA-ingg + DQg'Ingq Ve) — _sz

. _K * K 3
o Ur =7 KeiVing + (75 Ke1Dog 5 Ingg — KEl)Vc + 2 Ke1-DogXga1 = (3-64)

Ka * Ka Ka
ﬂ KElDQngng + ﬂ KElDQgZ- ngZ - E KEI DQgEVngq-Alngd +

K 3 . K 3 K
—AKElDQg—vngdA.lngq + —AKElDQg—lngq.vc + T—i [-Kgq +
1
(Klr TD + Kpr) Xv2 T KIr Xy1 — TA-Vr
(] E f = ﬁ Ef + - Vr
—1

VC+_ Ef

¢ Ve = T T
do do

Where,

(Kp,Tp + Kp;) (3-65)
Tp

KEl -

Figure 3-15 shows a state space model of an exciter system. The exciter system has three

inputs, which consist of the MG reference voltage, reactive power setting value from the master
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controller, and terminal current coming from the exciter side. The model states cover internal states

to describe the controller, COM delay, and field parameters.

CoM delay{ xgql Xgqr] b
The Internal {?qZ Xgq2 .
states PID controller{ X1 o1 Alygq Veng |*— Voltage Set point
X2 |= [Apxcl-| %v2 [+[B "+ (B h
1;72 gl 12 [Bexccon] [Alngq] Bl [ng «— References values from
The Exciter Erf Ef 1 the Master inviter
parameters P | U From Governor
L V¢

Figure 3-15 The state space model of exciter

According to the model shown in Figure 3-15, state space matrixes are defined as follows.

[Apxc]
[Bexc Gov] [BExc]
2 4 0 0 0 0 iI
Tacom Tacom [—— 3 . _ 3 v 0 2
0 - 0 0 0 0 —=—1Ingq Tacom " Tacom "% Tacom
Tacom Tdf 3 3 2
0 0 0 1 0 0 0 7 Inga 7 Vnga 0 T
ar ar dcom
Z‘DQ-‘J % 0 ,l 0 0 ié Doy Inga)- — = 0 0 0 0
T T > Tp2 0 Ty P 13 et 1 —lDo
K4 2K, Ky Ky 1 Ky 3 K, T 2-09"ngq T, 7'70g"nga T T “ea
27 KevDog " KiDog 7. Kir ﬁ[—Kgl+(K,r.TD+Kp,) —7, 0 7, KePery a7 Kin K" K> K K
1 Ky 0 _ﬁKElDQgEvngq EKEl‘DQgE Vaga TT,KE‘ —ﬁKE1DQg
0 0 0 0 T, Ty 0 0 0 0
0 0 0 0 L -1 0 0 0 0
Tda Tda

3.2.3.1 Dynamic Analysis of exciter system

To analyze the stability of the excitation system, a state space model is utilized, as shown
in Figure 3-16. Without any changes in parameters, all eigenvalues are located on the left side,
ensuring the stability of the excitation system. In order to assess the impact of communication
delay and controller gains on the system, eigenvalues are derived from the state space model.

Figure 3-16(a) demonstrates that the eigenvalues shift towards the right side as the proportional
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gain is increased. These results are confirmed through simulation, as shown in Figure 3-17.
Additionally, Figure 3-16(b) illustrates the impact of proportional gain on communication delay

across three different values.

50
1<Kp<200  KD-1 / -
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Figure 3-16 The impact of proportional gain on voltage stability
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Figure 3-17 Simulation illustrates how the voltage of SG is affected by Kp during islanding mode
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Figure 3-18 The impact of communication delay in three cases
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3.3 State space modelling of grid forming Inverter (Islanding mode)

In the studied microgrid model, the energy storage system operates in voltage mode.
Additionally, with regards to the reliability of the source, the inverter is defined as a master
inverter. Figure 3-19 shows the schematic diagram of the grid forming inverter, which is connected
to the microgrid (MG) through an LCL filter. During islanded mode, a power compensation is not

a part of controller. This diagram is utilized to derive the state space model of the voltage mode

inverter.
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Figure 3-19 block diagram of grid forming inverter

The equations that describe the dynamics of the three-phase LCL filter can be expressed into d-q

reference frame as follows. All equations are linearized around equilibrium.

.« ° 1 1 . R1 .
ljig=— -Vjig — —. 7 + wg.lj1g ——1j1g + [;14-Aw
11d Liy ild Liy clod 0-tilq Lix ild ilq

(3-66)
.« _ 1 1 . Rl. . I A
Li1g™ L_il-vilq - L_il-vcloq — Wo.lj1qg — L_illilq — lj1q- AW
Where,

litdg * litdg

loldg + Ioldq (3-67)

We1dg + Vcldq

Aw + w
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Figure 3-20 shows the LCL filter with passive damping resistor

Vetod = Vera + Rer - (fia — lo1a) = Vera + Rer -lina — Relora (3-68)
Vetog = Ve1q + Re. ( iilq - iolq) = Ve1q t+ Rgy. iilq - Rcliolq

Where V044 18 Output voltage and R, is damping resistor shown in figure 3-20

Lil R1 Vetlod Lgl Rg
— YAy
iildq “aT lo1dg
Rcl

Figure 3-20 LCL filter

The system stability would be threatened, especially in high power systems where
switching frequency and internal loss are relatively low. In this study, an active damping method
equivalent to the implementation of resistors in series to the filter capacitors is suggested and it is
shown that the bandwidth of the LCL filter with the proposed damping method can be extended

further than that with a conventional capacitor current feedback type damping method.

. 1 . 1 .
Ve1da™ =7 -lita — = -lo1d + [OLE vclq + VC1Q' Aw
C1 C1

(3-69)
. . 1 .
Ve1q™ o lizg — o loig — Wo-Vc1a — Vera-Aw
Where v44q 18 capacitor voltage
Lo 1 1 , Rgi. .
lold_L_-vclod - L_-vgld + wo. loig — L lo1a + Iolq-Aw
g1 g1 g1
(3-70)
A Rg1.

lo1g= Lgr’ VUcloq — -Vg1q — Wo-lo1d — Lgl. lo1g — lp1q-Aw

Lgq
The current references are derived from the voltage loop controller as follows.
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Bida = Veid — Vetod = Vo1a — Veid — Re1 -lina + Reilora (371)

lglq - vclq — Vcloq = v01q —Vc1q — Rcl- li1g + Rcllolq
Where,

'qu = f( v:ldq - vclodq)dt (3-72)

The following procedure can be used to derive reference values for the current loop.

.k - A
ii1a = lota + kvip-Bia + Kvir- Bra — C1- Wo-Veroq — C1-Verg-Aw

(3-73)
iaq =lp1q + kle-,31q + kvll-lglq + C1. Wo-Veyoq + €1 Vg Aw
The equation (3-74) for the inner loop controller can be defined.
d1a=lj1a — Lita (3-74)
d1g= ilq — li1g
Viig = Vetoa T Kitp- @1 + Kinp- @14 — Ly 0. lj1g — L1. I14. Aw (3.75)
Uliqu = vcloq + kilP' dlq + kil]' alq + Ll' wWo. iild + Ll' Ild.Aw
By replacing equation (30-73) into (3-74), equation (3-75) can be written.
A1g= = lo1a + kyv1p- (V014 — Veora) + kv1y- Bra — Ci- . Veorq — Veo14AW

. — *
A1g= = lo1q + kle- ( vOlq - vcolq) + kvll-ﬁlq + Cl- Wo-Veo1d
+ Veora-Aw — 14

A PLL is required to measure the actual frequency of the system. A dq based PLL was chosen
[34]. The PLL input is the q axis component of the voltage measured across the filter capacitor.

Therefore, the phase is locked such that v = 0, shown in Figure 3-21.
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® = Kp_p11-Vc10g + Ki—prL- f Vetog- At + Wo (3-77)

Yy = Vc10qg =Ve1q +R¢1.lig — Rerlong (3-78)

Aw = Kp_p1.V + Ki—pL1- ¥ (3-79)

0O— P|4’®—’1/s4"5
_ T

vcloq Wy

Figure 3-21 PLL control loop is used for measuring a frequency

Regarding equations (3-66) to (3-79), the complete state-space model of the grid-forming

inverter, considering the LCL filter, can be written as follows.

d Bm = Vo1a — Ve1a — Re1 -lina + Realora
d qu = vglq — Vc1q — R¢y. iilq + Rcliolq
® 1q = lp1a *+ kvip Vo1a + kv1r- Bra — KvipVera — kvipRer -liza +
kleRcliold - (Cl- Wo- +VclqKP—PLL)vclq + AQ(_Rcl- iilq +
Rc1io1q) —Ve1gKi—pLr ¥V — lita
hd dflq = iolq + ky1p- vzlq - klevclq_kleRcl -iilq +
kvyipRciio1g + kpir-B1g + Ci- Wo-Vera + Vera- Kp—priVeiq + (3-80)
Ad.(R¢q1 -li1g — Rerlo1a) + VeraKi—pLr- ¥ — ling
i il.ldz kLi_,IPiold + kLi_,lpkleRcliold + kLi_,lpkle' v81d -
11 11 11

kiip kiip . . .
Lis klevcld + Lis kvll-ﬂld - Ald-vclq — Aid. (Rcl -lizg —
. kiip kiip+Rigy -
Rcllolq) - Liy Cl-VclqKI—PLL-y - ( Lis )lild -
L i
ki1

P . 1
—kvipRer -ling + - kinp Q1a
i1 i1
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s kiip . kyipkiip . .
lllq Liz lolq + Liz Rcllolq ALQ-Rcllolq +

kllP

kiip
Cy-woR¢ . llld C1 WoRc1i014 + C1 Wo-Ve1g —

Liy

klekuP klekllP

i Veiq + Alq. Vo1 — Req -lj1g + AiqReq -ij1q —
kiip | Rig kiipkyig 1

SUP y Zh) g SRR —Rpppe Qg +

(Li1 Liz ilq Liz ﬁlq Liz i17-%1q

ky1pki

11P v1PRi1p *

C1 VeraKi—pr-v +_1 - Vo1q
l

) 1, 1,
Verd= ¢ -tita = ¢+ lotd + (wo + Ve1g-Kp—pr1)Ve1q +

Veiq- Kp—priRe1-ling — Verq- Kp—priRe1lo1g + VerqKi-pLr- v
A T 1 .

vclq_c_l- lizg — C_1 loig — (‘)O-vcld_vcld-KP—PLchlq -

Veia- Kp—priRer- li1q + Vcld-KP—PLLRcllolq —VeraKi—pLr v

1 .
lold— Lot Verg T 7— Lot Rcl -lizg — ( Rcl + )lold

1 .
L_l-vgld + ((‘)0 - Iolq-KP—PLLRcl)lolq +

lo1g-Kp—priRe1-ling + lo1gKi—pri-v

1

. 1 B Rcq
lolq Lg vclq+ Ly Rcl lllq Iold-KP—PLLRcl-li1q+

Lgl

R 1
g1 .
Lgs + Iold KP PLLRcl)lolq Lgl -Vg1q — Wo-lo1a —

lo1aKi—prr-v

Y= vclq+RC1' litg — Rcllolq
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Figure 3-22 State Space model of Grid-Forming Inverter (Islanding Mode)

Figure 3-22 illustrates a state space model of a grid forming inverter, which takes two main

inputs - the reference voltage and the common point voltage. The model includes several internal

states that describe the inverter controllers and its parameters. Moreover, the matrix C represents

the output of the inverter, which includes its voltage, current, and frequency. According to the

model shown in Figure 3-22, state space matrixes are defined as follows.
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Where,

Aq = (C1.wo. +Ve1qKp_p11)

Ad = (C1.wo- +Ve1a-Kp—pr1)

. kap ki1p
Ai = (L Cl.(l)o +_L Cl'VC:l(I'KP—PLL')
i1 i1
kiip + Rin kigp
A2 = — - ky1pRc1
Ly Ly
kiip
Aig = 7 C1.Vera-Kp-prL
i1
kilP klekilP
= RCl - Alq RCl
L Li
BfNVl
1 0
0 1
feyrp 0
0 kyip
kULP'kILP
_— 0
LJJ.
kuLP-kILP
U -
LJ’L
0 0
0 0
0 0
0 0
0 0
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3.3.1 The effect of load to the dynamic model of the master inverter

To provide more detail on the load voltage input shown in Figure 3-22, the Figure 3-23

illustrates the common points between the master inverter, SG, slave inverter, and RL load.

Figure 3-23 MG common connection circuit

With respect to Figure 3-23, an equation can be written for each unit and load, as follows

dinga . .

ng % = VUngd — ViLd — Rng lng + Lngwolngq ( 3-82 )
dig1a . )

Lgq c;t = Ve1q — Via — Rg1lo1 + Lg1Wo-lo1g (3-83)
digzq . )

Ly, # = Vepq — Via — Rg2loz + Lgawo-lo2q (3-84)

From load side equation (3-84) can be expressed as follows.

d(ing + io1 + i02)
dt

UL = RL(ing + iOl + 1:02) + LL - LLa)o(ingq + iolq + iqu) (3-85 )

Where iyg, 151,102 are currents belong to SG, the master inviter and the slave inviter.
By replacing equations (3-81) to (3-83) into equation (3-84), the value of common voltage can be

explained as follows.
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Ly Ly

Lgq

. Ly .
Lgvia = (R, — L Rng)lngd + L Vnga + (R, — _Rgl)- loig t
ng ng

Ly . L
+ (R, — 7 Ry2)-lo2a + 7 Vc2a

Ly, Ly,

LL . LL L
T Rugdingq + T Vngq + (R =7
ng

L = (R, —
kVLq (R Lng Ly1

.1 +
gl) olq L

——LR)L' +—L17
2)-to2 2
[29 02q lch

L, L
1+—+—+
Lng Ly

Ly

Ly,

LK=

3.3.2 Dynamic Analysis of Grid Forming inverter

In order to assess the stability of the master inverter, a state space model is employed, as
depicted in Figure 3-22. With no modifications to the parameters, all eigenvalues are situated on

the left-hand side, which guarantees the stability of the system. In order to assess the impact of

L

g1l

Ly
T Vc1d
gl
(3-86)
17clq + (RL
(3-87)
(3-88)

system parameters and controller gains on the system, eigenvalues are derived from the state

space model. For example, Figure 3-24 demonstrates that the eigenvalues shift towards the right
side as the damping resistor is equal zero. These results are confirmed through simulation, as

shown in Figure 3-26 Additionally, Figure 3-27 illustrates the impact of PLL proportional gain

on voltage stability.
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Figure 3-24 The eigenvalue plot with variable C and R,
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Figure 3-26 Voltage of the master Inverter when R.=1
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Figure 3-27 The eigenvalue plot with variable PLL gains

3.3.3 Dynamic model of the grid forming inviter in grid connected mode

The primary function of a grid-forming inverter is to establish and maintain the frequency
and voltage of the electrical grid to which it is connected, as well as to synchronize its output with
the grid. This is achieved through a sophisticated control system that ensures that the inverter's
output remains stable and reliable under varying conditions, such as changes in load demand, fault
conditions, and changes in the grid frequency or voltage. Power compensation is a crucial aspect
of controller operation during grid-connected mode, as it enables the adjustment of reactive power
to regulate voltage.

The state space equation for power compensation, as depicted in Figure 3-19, can be

expressed as follows.

Voa = Vera + Kgp(Pje = Pivwi) + Kgr- @ng (3-89)

—_ * * k,gP .
= Vg t+ kgPch - Tng- log T kgl- Xmda
qu = v21q + kgP(QZc - QINVl) + kgl- Xma

\ . Skgp .
=Ve1q + kgpQgC i Vyq-log T+ kg,.amq

(3-90)
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Where,

Ama = (Rg*c - PINVl) = Pg*c - Eng- loa (3-91)
i 3
q= (Qgc - QINVl) = Qgc d loq

The dynamic model of the system can be illustrated in Figure 3-28, as per equations (3-80) and

(3-91).
The Internal states ﬁld gld
) 1q 1q
Pl controller a4 g
24l Oiq
Lita li1q ,
f.‘l L 1 G .
The INV1 | | f’d _[AS¢ 1 fa + [BSS ] Cm © [ass vey| ©rid voltage
parameters ¢ INV1 c INV1 ] B,
Veiq Veiq Qe Power set points
lo1d lo1d Set pomts
lo1q loig
|4 Y
Grid connected { Xma Ema
mode | Xmg | | Aing |

Figure 3-28 State Space Equations of Grid-Forming Inverter

During grid-connected mode, the voltage and frequency reference values are sourced from the

Grid. State states matrixes are defining as follows.

0 0 kgp 0
1 0 0 0 0 kgp
0 1 0 0 kgpkoip 0
Kyip 0 0 0 0 kgpky1p
0 ky1p 0 0 kgp kvip-kirp ’ 0 \
Luekue g Li From power
c _ ; KyupKinp BGC. 0 0 0 7"””‘:1"'"“‘” compensator
Bivii= Lia rq=| o 0 0 0
g g 0 0 0 0
1
0 0 5 0 0 0
0 0 [(— 0 0
0 0 Lg1
0 0 0 0 0 0
0 0 0 0 1 0
0 0 0 1
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3.4 Dynamic model of grid following inviter (Slave inviter)

The slave inverter has primarily been utilized in renewable

0
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energy applications,

particularly in conjunction with solar PV, in the proposed MG system. All blocks of the system

are shown in Figure 3-29, and includes current loop control, power loop control, and

communication delay. By using Figure 3-30, the dynamics of the inverter LCL filter (resister

damping is included) are represented by the following equations [35] . The state space equations

are expressed based on small perturbation.
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Figure 3-29 Block diagram of the slave inverter
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Figure 3-30 The grid forming inviter with LCL filter

1 1 R;
i v —.v + Wo.ljpg — 2iing + ling. Aw
de Lis i2d — Lis co2d 0-ti2q Lis i2d i2q (3_92)

1 1 . Riz .
lqu L -Vizq — Ly T -Vco2q — Wo-lizd — : lizg — liza- Aw
L l

. 1 . 1 .

vczdz C_Z. lizd - C_Z. lOZd + 0)0. vczq + chq. A(U (3_93 )
o1, 1,

chq_C_z- lizg — C_z lo2q = Wo-Vc2q — Vch-Aw

1 1 , Rgo. .
lozd_ Ly «Vco2d — @-ngfz + wo. lo2q — Lg lozd + Iqu-A(‘J (3_94)
. 1 1 R
lo2q=7—+Veozq — 7—+Vg2q — Wo-Llo2d — lqu lp2q-Aw
Lg2 Lg2 Lg>
Where,
Veod = Veaa + Rez - (liza — loza) (3-95)

Veoq = Ve2q T Reo ( iiZq - iqu)

The equations describing the dynamics of a delay transfer function in the d-q reference frame

can be expressed as follows.

T .
P** — 1_%SP X — 1 )2 (3-96)
2S 1+TdC20miS 2S » sdil 1+TdC20miS 2S
*%k Tdcomi *k
PZS_(]‘_TS +Xsd1 Pys = 2.X5q1 — Pas (3-97)
1— Tdcomls
o _ 0 Xo=— 1 g (3-98)
2S 1+Td00mls 28 » Sql 1+TdC20mLS 2S
*% __ Tdacomi —
2s = (1 - TS - Xsq1 2s = 2.X5q1 — Q25 (3-99)
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Where P,; and P,; are power reference values are coming from the master controller,
Xsdq1 and Xgq1 are internal states to model the delay transfer function, P, and Qg are error

values and Tgcomi In COM delay in forward path.

By utilizing equations (3-97) and (3-99), state space equations can be driven as follows.

Xsd1 = Xsq1 T -
déomi dzcomi ( 3_100 )
Xsq1 = — Xsq1 T Q25

And error values for active and reactive power is expressed in equation (3-101)
Py =P2*5_P2fc

(3-101)
Qzs = Q25 — szc

In the above equations, P55 and Q54 represent the desired power set values on the master side,
while, P,¢. and Q. are filtered feedback values coming through communication line.
By applying the same approach for the feedback path between the master controller and the slave

inverter, the following equations can be driven.

Tdcomif
1--deomif 1 (3-102)
Pyre = —2—P. , Xsagz =—7—7—.P
ZfC 1+Tda;mlf5 2f sd2 1+Tdczmlf5 2f
(3-103)

Prge = 2. X542 — Pyy

The equations for reactive power can be expressed as follows.

Tdcomif
LI 1
— 2 - -
szC - 1+Tdczmif5 sz s Xqu - 1+Tdczmif5 . sz ( 3 104 )
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Qzfc = 2.Xs5q2 — Q2 (3-105)

The measured power values are obtained by applying a low-pass filter,

Pap = —wp.Pyp + ks Py (3-106)
Q2f = —wr. Qa5 + kr.Qy

Equation (3-107) represents the output power values

3 .
P, = E-VZQd.lozd (3-107)

Q,=— E V2gd.i02q

The current reference values are generated by the power PI controller using the following

equations.

Paa = P35 = 2.Xsa1 = P55 + 2.X5a2 = Pyy (3-108)

ﬂZq = (35 = 2'xsql — Qs+ 2'xsqz - sz
Where,

ifyqa = kpap-Baa + kpar-Baa (3-109)

lizg = kozp-B2q + ko21-B2q

The current PI controller (Inner loop) produces the voltage reference values for PWM using the

following equations.

A2d=Lliza — lizd
' (3-110)
A2q= i2q ~ li2q

Viza = Veza + Rea - (liza — lo2a)F Kiap-Gaq + Kiap- g — Ly o Uipq — Lolipg-Aw  (3-111)
Vizg = Vezq + Rez- (lizg = io2q) + Kizp-G2q + Kizp- 2q + L. 0. ii2q + L2lizg. Aw

Equations (3-92) to (3-111) are used to extract the state space equation of the grid-following

inverter.
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o BZq =2.X5q1 — Qs + 2. X5q2 — sz
* Gy = kPZPZ Xas1 — kpapPas + 2. KpapXsaz — kPZPPZf + kpar-Baa — liza

o (g = kQZPZ'xqsl — kg2pQ3s + 2. kQZszqZ — ko2pQz2r + Ko21-B2q — lizg
! ®Rip) ;
liza = — [ —kizplizg — ligg + 2 kLZP Xds1 __kLZPkPZPPZS

1 1 1 1
Z-Ekizpkpszsdz [ kLZPkPZPPZf [ —kizpkpaiBaa + [ —kipp- Azq

1 ) (Riz) ; 1
lizg = _EkiZPliZq liog + 2 kzzp Xgs1 — 2 kLZPkQZPQZS
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The dynamic model of the grid-forming inverter, including all details, is illustrated in

Figure 3-31.
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controller. The state matrices are defined as follows.
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3.4.1 Dynamic Analysis of Grid Following inverter

Employing a state space model illustrated in Figure 3-31, the stability of the slave
inverter is evaluated. During normal operation, all eigenvalues are located on the left-hand side,
indicating a stable system [36, 37]. In order to analyze the impact of system parameters and
communication delay, eigenvalues are derived from the state space model. Three different
communication delay scenarios were tested, including equal delay for both forward and
backward lines, more delay on the command line, and more delay on the feedback line. The
results in Figure 3-32 indicate that when the feedback line delay is less than the forward line
delay, the system is more stable.

Another aspect analyzed in this study is the impact of filter bandwidth on stability in the
presence of variable feedback delay. The results, as shown in Figure 3-33, indicate that

decreasing the filter bandwidth increases the effect of delay.
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Figure 3-32 The impact of forward path COM delay compared to feedback path COM delay
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Figure 3-33 The influence of filter bandwidth on stability in the presence of variable feedback delay

The summary of the dynamic analysis of units in the presence of communication delay is
presented in Table 3-1, providing an overview of research findings related to the impact of
communication delays on the dynamic behavior of units. The table highlights how communication
delays can result in stability issues in power systems, and it explores various methods for

mitigating the impact of communication delays on system stability.
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Table 3-1 Summary of the dynamic analysis of units in the presence of communication delay.

Stability analysis 1s performed by | Sensitivity of system parameters is|  Two different delays are
Units varying the analyzed by varying the considered for the sending and
communication delay communication delay. receiving side
Command delay Tc Ll msec | 5mgec |Delay >5 msec |Delay<10 msec| Delay>10 msec Te=1 msec
1 msec Delay <10
[Feedback delay Tt 5 msec | Delay >5 msec msec Delay =10 msec 1<TF<10
Govermor Te=Tf | Tc=Tf Te=Tf Te=Tf Te=Tf Te<TF
Droop gain 0.01 0.01 0.01 0.00025 0.00025 0.01
System mode Stable Stable Unstable Stable Unstable Unstable
Figure 3-11 3-11 3-11
Command delay Ll msec | 5 msec | Delay =5 msec |Delay<10 msec| Delay>10 msec Tc=1 msec
1 msec Delay <10
[Feedback delay 5 msec | Delay =5 msec msec Delay =10 msec 1<TF=<10
Exciter Te=Tf | Te=Tf Te=Tf Te=Tf Te=Tf Te<Tf
[Droop gain 0.01 0.01 0.01 0.0025 0.0025 0.01
System mode Stable | stable Unstable Stable Unstable Unstable
[Figure 3-18 3-18 3-18
Command delay Ll msec | 3 msec |Delay >3 msec 1 msec 10 msec Tc=1 msec
[Feedback delay lmsec | 3 msec |Delay >3 msec 1 mgec 10 msec 1<TF<10
Te=Tf | Te=Tf Te=Tf Te=Tf Te=Tf Te<Tf
Inverter [Power measuring
F F F F-10F Ff-10F
Filter bandwidth F
System mode Stable | stable Unstable Stable Unstable Unstable
[Figure 3-32 3-32 3-32
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Figure 3-34 Dynamic model of proposed hybrid system

After deriving the dynamic equations for each unit, the hybrid system's state space model is

represented in Figure 3-34, which encompasses all the system's states. From an input
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perspective, all inputs are categorized based on the source of the signal. Ultimately, the system

has 44 states and 19 inputs.
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Chapter 4 The Control Architecture of the proposed MG and
Simulation Results

This chapter is dedicated to describing the main architecture of the master controller that
coordinates other units with different time responses when we have sudden changes in the load
side, such as pulse loads. As an interface between the DG and the power grid or local loads, a grid
forming inverter is the most common topology which can operate either in grid-connected or
islanded mode to provide a controlled and high-quality power exchange with the grid or local loads
[38, 39, 40]. In islanded mode, it is necessary for the local loads to be supplied by the DG units,
which operate as controlled voltage sources according to reference [41]. However, to ensure stable
and efficient operation and prevent circulating currents between the DG units, appropriate control

measures must be implemented for the MGs

4.1 The Master Controller

There are various methods available to regulate the voltage and frequency of a microgrid. Most
studies indicate that voltage control is typically performed by synchronous generators, while
other units are synchronized by the SG when the microgrid has generator and inverter-based
power sources [42, 43].

The proposed system is responsible for adjusting the power setting values of the SG and
the slave inverter (SINV) in response to the current situation of the master inverter (MINV). The
master inverter supports transient demand from the load side by utilizing its fast response
dynamics. Once the transient step is completed, the MINV reduces its own power preparation share
and the master controller increases the contribution of other units.

Figure 1-4 illustrates all the blocks of the controller. The controller is located on the

MInv side and communicates with the SG and SInv via a dedicated communication line.
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Figure 4-1 The main control architecture of MG under study

As discussed in the previous chapter, communication delay is an important concept to
consider in this study. Previous research has already been conducted on mitigating the impact of
communication delay [44], and the main focus of this study is to analyze its effects on the system's
dynamics.

The controller comprises three main blocks. The first block is the local control, which is
responsible for regulating the voltage and frequency of the MInv in islanded mode, as well as
power compensation, voltage control, and frequency control in grid-connected mode (GM). The
second block is the synchronization block, which synchronizes the MInv with the grid during grid
connection and synchronizes with the SG in islanded mode (IsM). This block also controls the
transition from one mode to the other. The last block is responsible for generating power reference

values for SG and Slnv.
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The MG model introduced in the previous discussion is simulated, in Matlab Simulink and

primary controllers are designed and simulated for each unit.

4.1.1 Simulation results of primary controllers

Each unit is equipped with its own primary controller, allowing it to operate independently

and control its own output signals.

4.1.1.1 Synchronous generator
The SG (synchronous generator) is capable of independent operation for controlling both

voltage and frequency. Voltage control is achieved through the use of a PI controller and reactive
droop controller as an outer loop in the excitation system. Simulation results of the excitation

system, as shown in Figure 4-2, demonstrate that by adjusting the voltage set point, the output

signal can accurately track the command with minimal fluctuation.

SG Voltage
4._ ______________ - l I__'i["‘-"-
N “'WEE_———-——*WWM“ T e =1pu
| = =
08 —1 V 1 T V—1 pU
| Mew voltage command
V=0.95 pu

|
Mew voltage command

ol

Figure 4-2 Step response of a closed-loop excitation system

Furthermore, the frequency of the SG is controlled by the Governor using a PID controller

and active power droop control. Figure 4-3 illustrates how the frequency of the system is able to

69



accurately follow different commands.

SG Frequency

|

Fre=1.033 pu

Figure 4-3 Step response of governor system

Proper power sharing among multiple DGs (distributed generators) is achieved through a
control strategy known as droop control. Typically, both active power frequency (P-») and reactive
power-voltage (Q-V) droop control methods are used to regulate frequency and voltage by
adjusting the droop gain. This droop control strategy enables the synchronous generator control to
participate more effectively by increasing the droop gain, as shown in Figure 4-4. By adjusting the
slope of the plot in Figure 4-4 while keeping reference values constant, the power sharing of the
SG can be controlled. In this study, a different method was used for controlling power instead of
changing droop gain.

4 /1HzZ]

»
»

P[MW]

Figure 4-4 Droop control
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The proposed system's methodology is presented in Figure 4-5, where the power output of SG is

regulated using a master controller.

oy

1 After connation to MG

PS. Psgo Psg Psaa P
>

Figure 4-5 The output power is controlled by utilizing droop control

The simulation results, depicted in Figure 4-6, show that the proposed method successfully

maintains a consistent frequency during active power changes.
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Figure 4-6 Power controlling in SG is achieved by maintaining a frequency
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4.1.2  The Grid Forming inviter

The master inverter is equipped with a voltage regulator that generates a voltage reference for the
microgrid during islanded mode. In addition, a power compensator is incorporated during grid-
connected mode to adjust the reactive power while regulating the voltage for the grid. The
voltage signal of the master inverter during islanded mode is depicted in Figure 4-7. The results

demonstrate the successful operation of the controllers.

The Voltage of the Master Inverter

O Voa = 9 Vod = 1

Figure 4-7 The step response of the master inverter voltage in dq frame

4.1.3 The Slave Inverter

The controllers of the slave generator are responsible for generating active and reactive
power in accordance with the set points. The system was simulated with various command values
for active and reactive power, and the results, as depicted in Figure 4-8, confirmed the effectiveness

of the controller concept.
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Figure 4-8 The Active and Reactive Power of the Slave INV

4.2 Simulation Results of the Proposed Microgrid with the Master Controller

Simulink, a dynamic simulation tool, was employed to simulate the entire system. Three
different scenarios were designed to analyze the dynamic behavior of the system under different
conditions. The simulation results were then analyzed to evaluate the performance of the proposed
microgrid and the master controller. The simulation comprised three scenarios: transitioning from
islanded mode (ISM) to grid-connected mode (GCM) with pulse load, operating in ISM with pulse
load, and operating in ISM with communication delay in the presence of pulse load. All tasks of
the master controller are depicted in Figure 4-9. As a result, for each scenario, the controller utilizes
the corresponding unit to effectively manage the system. At the master controller level, several
rules based on different cost functions can be defined to determine the power sharing coefficient
for each unit. For instants, Machine learning techniques can also be utilized at this level to adjust
the power sharing between sources. For the system under study, the primary objective is to

minimize the contribution of energy storage in power generation. Therefore, K PSG and K PINV
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are calculated to support this goal. Table 4-1 provides the corresponding values for each source of

the microgrid (MG) during simulation.

Islanded mode | P = Pog+Pron+Piarvs |
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Figure 4-9 Block diagram of the master controller
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Table 4-1 MG case study specification

DER

Rated Powrer

Synchronous Generator

200kW

Master Inverter

190 kW

Slave Inverter

190 kW

Casel: The model is operating in island mode, and in second 2, INV1 is going to be

synchronized with the grid. Around second 5, the connection is established, and the system is

operating in GCM. During GCM, the power changes due to the addition of a pulse load. At this

moment, the grid-forming inverter is able to cover the transient response before having more

contribution from the grid side. Around second 14, system is back to the ISM. The results show

that the system is stable enough, and from a load perspective, there are no fluctuations during
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different situations. Regarding UL 1741, the proposed system frequency is within the acceptable

range, as demonstrated in Figure 4-11.
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Figure 4-10 Active power plots of the proposed system during GMC
F(Hz) MG Frequency
r T ] T T T T T T T —
60 : _I f\“;‘i P ..'fL I, IL :I I I'L '
599 - V I k‘u -
59.8
= The frequency is in acceptable range ]
S84 LM'\J 1 T . —]
593 | i i i i i
] 2 4 ] 8 10 12 14 16 8 20

Figure 4-11 The frequency signal of the MG in GCM when Case 1 is applied
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The process of synchronization begins with matching the frequency between the grid and
MG, followed by voltage matching. The final step is to match the phase difference, as shown in
Figure 4-12. The results demonstrate a smooth synchronization process.

MG Voltage

] S—
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Figure 4-12 MG voltage signal during synchronization with grid

In Case 2, the same scenario was applied to the hybrid model in islanding mode. Simulation
results showed that the microgrid (MG) was able to support a pulse load by utilizing the master
inverter. The master controller generated contribution gain of each unit. Figure 4-13 illustrates all
simulation details during islanding mode operation. The system maintained its stability while the
master inverter regulated the voltage and frequency references for the system.

Case 3 aims to analyze the effect of communication delay on the stability of the MG. Two
different communication delay values are applied to the communication line. For the first case,
with Td = 10 ms, simulation results show that the controller is able to manage the load demand in
the presence of the delay as depicted in Figure 4-14. On the other hand, the load power is not
affected by the delay in the presence of the master control, because the MInv can compensate for

the delay issue in the load side while keeping the system stable.
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Figure 4-13 Active power plots of the proposed system during ISM
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Figure 4-14 Adding communication delay (Td=10ms ) between SG and the master inverter in islanded
mode
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Figure 4-15 Adding communication delay (Td=100ms ) between SG and the master inverter in islanded

mode

Figure 4-15 depicts another simulation result with a different value of delay (Td= 100ms). As the

10

latency increases, the system becomes unstable and eventually goes out of control.
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Chapter 3 Fault Classification based on Data Model to Support MG
Resiliency

5.1 Introduction

Microgrids are an emerging technology that have gained considerable attention in recent

years due to their potential to improve the reliability and efficiency of the electricity grid. A
microgrid is a small-scale, localized power system that can operate independently or in conjunction
with the main grid. One of the key challenges in designing and operating microgrids is ensuring
their resilience in the face of various disturbances and failures [45].
Resilience is the ability of a system to withstand and recover from disruptive events, such as natural
disasters, cyber-attacks, and equipment failures. In the context of microgrids, resilience refers to
the ability of the system to maintain its critical functions, such as power supply and distribution,
in the event of a disturbance. Achieving resilience in microgrid systems requires a multi-
disciplinary approach that incorporates advanced control algorithms, smart grid technologies, and
backup power sources, among other measures. Additionally, ensuring the resilience of microgrids
is a complex task that requires a thorough understanding of the various challenges and potential
solutions [46].

Resilience is a multidisciplinary concept that has gained increasing attention in recent years
due to its importance in understanding and managing complex systems. Researchers have focused
on various aspects of resilience, including social, ecological, and technological resilience [47].
Another area of research has been the development of metrics and frameworks for resilience
analysis of engineered and infrastructure systems. This is important for assessing the vulnerability
of critical systems and identifying strategies for enhancing their resilience [48]. Adapting the
theory of resilience to energy systems [49].
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The concept of community resilience has also been the subject of significant research in
recent years. This involves understanding how communities can prepare for, respond to, and
recover from disasters and other disruptive events. Researchers have explored various factors that
contribute to community resilience, including social capital, communication networks, and access
to resources [50]. A metric and frameworks for resilience analysis of engineered and infrastructure
systems is one of the areas that are currently being studied in the field of resilience analysis [51].

One of the main gaps in the literature is the lack of a physical metric to classify the level
of resilience in the face of faults or disruptions. While there are various definitions and measures
of resilience, there is still a need for a standardized and quantitative approach to assess and
compare resilience across different systems and scenarios. This would enable more effective risk
management and decision-making in the face of uncertainty and disruption.

The aim of this study is to propose a novel approach to classify resilience in the face of
faults to support critical loads by considering control concepts. The proposed approach seeks to
address the gap in the literature by developing a physical metric that incorporates control

mechanisms to evaluate the resilience of a system.

5.2 Definitions of Resiliency

The ability of the system to continue to function against a disturbance, to maintain vital
functions against a major disruption, and to minimize the duration and impact of a disruption
[52]. One of the primary concerns is to ensure support for critical loads during disruptions.
Figure 5-1 illustrates the different levels of microgrid operation and load priorities. The first

level is grid-connected mode, which can support the load demand without any issues. The second
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level is islanded mode with unlimited power supply, and the third level is standalone mode with
limited power.
According to this definition, critical loads receive a higher priority when the microgrid is

operating in the third level.
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Figure 5-1 Load priority [53]

Figure 5-2 illustrates the three primary resilience layers with respect to time. The time
period is divided into four states, which are: the robust state (before the event), the state shortly
after the event (including the event occurrence state), the recovery state, and the post-recovery
state. The size of the trapezoids, slopes, sequence, duration of temporal states, and the proportion
of the presented resilience layers are primarily determined by the system's performance and the
type of disruptive event. [54]. There are three layers, which include engineering resilience,
operational resilience, and community resilience as depicted in figure 5-2.

The first layer of resilience is engineering-designed resilience, which involves designing
energy system assets in a way that allows for the restoration of normal services after a short

disruption. This layer is the focused area of this research. In other words, at this level, the focus is
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on how to support critical loads and minimize recovery time based on the classification of

resilience.
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Figure 5-2 The three main resilience layers [55]

The focus of operational resilience is to improve system-level performance and operational
characteristics that aim to mitigate the risk of failure and facilitate service recovery. Several
measures can be taken to enhance operational resilience, including implementing demand response
and demand-side management (DSM) strategies, prioritizing energy usage, using smart controls,
and developing forecasting techniques.

Community-societal energy resilience accounts for the actions that should be done within
the community by some or all of community users to maintain the minimum allowable
community-societal services. Mass relocation, effective use of community resources during a
disruption, and increasing the bonding, bridging, and linking the social capital [56] ,are examples
of community-societal resilience enhancement measures.

As for the nature of defining operational and community levels, this research does not cover

these two levels.
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The next section defines different types of faults from a data analytics perspective. The
faults are categorized based on controllability and observability concepts, and the system is
analyzed using Kalman decomposition. Finally, based on the proposed data model, several

categories of resilience have been identified.

5.3 Fault classification informed by data model

Three types of faults have been defined based on the variations of matrix A, B, and C in
the system dynamic model. In the state space model of the system, as shown in Figure 5-3, matrix
B serves as the interface between the input (actuator) and the states. Therefore, faults occurring in
the control inputs correspond to variations of matrix B can be expressed as a control fault.

On the other hand, matrix A represents the internal dynamics of the system. Faults affecting the
internal dynamics of the system correspond to variations of matrix A is system fault. Lastly,
matrix C represents the sensor data, and faults affecting the measurement (sensors) of states
correspond to variations of matrix C, this fault can be classified as output faults. All detail are

illustrated in Figure 5-3.
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Figure 5-3 Fault classification informed by data model

Control Theory revolves around two core concepts - controllability and observability. In
this study, we explore their role and influence on system safety.

A dynamical system is considered controllable if, with an appropriate selection of inputs,
it can be driven from any initial state to a desired final state in a finite amount of time. This
condition holds true only when the controllability matrix has full rank as expressed in equation
(5-1).

rank[B AB ... A" 'B]l =n (5-1)
Where n is the number of states of the system.
The mathematical requirement for a system to be observable is that the observability matrix

must have full rank as follows equation (5-2) [57].
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C

rank A =n (5-2)

CA:n—l

In this work, controllability and observability are the two main tools used to analyze the
data model and determine the system's ability to support critical loads. These tools help in
understanding the situation of input controls and sensor data, enabling a thorough assessment of
the system's capability. Additionally, Kalman decomposition (KD) is used to clarify the observable
and controllable components of the system [58]. Hence, this method can be helpful in extracting

the controllable and observable modes of a system as shown in Figure 5-4.

X, = Ay1%1 + A13x3 + Bju Controllable

%1 | [Ayl O A13‘§ 0 11 B, %, = Aj1x1 + Ay,x, + Bou Controllable
3?2 ='\ A11-L Az A23§ Aza| | %2 + B, Ky = AgzXy Uncontrollable
X3 BN V- O RV I B<Y I O
EN 0 0 Ay Aggllxs 0 Ky = Aggxs + Agyxy Uncontrollable
V1] X1
32 N X3 _
= :[CI | 0 Cg: 0 ] Vi = Clxl + 63X3 Observable
Y3 = S e I X3
[ Vs ] T—'—T Xy vy, =0 Unobservable
Vi = (3X3 Observable
v, =10 Unobservable

Figure 5-4 Kalman decomposition model

5.4 A novel method for classifying data model under fault scenario

In this section, a new method will be proposed for classifying the resilience level of a
system in the face of a fault. This method will enable the determination of the system's ability to

withstand and recover from the fault scenario. The proposed method will take into account various
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factors such as the type and severity of the fault, the system's design and components, and the
availability of backup or redundancy measures. By using Resiliency Classification (ReC) method,
it will be possible to accurately classify the system's resilience level and take appropriate measures

to ensure its optimal functioning in fault scenarios.

I Data collection ) . .
Localized censors Level Updating Maximum delivered power value Class of System
Resources Sources Level Data model for acceptable operating conditions for Supporting
Identification «  Connection Level of System when some information is lost Critical Loads

Applying Faults
In Different Levels

Figure 5-5 The block diagram of Resiliency Classification process

In accordance with the block diagram shown in Figure 5-5, the steps required to apply the
ReC are presented. After obtaining the data model of the Microgrid (MG), which considers all
resources, the data model is updated with new data obtained from the state of each source,
sensor, and the dynamics of each data line.

5.4.1.1 Model under study

The data model of a system is depicted in Figure 5-6. It consists of Natural gas generator

(NG), Renewable source (Ren), energy storage (ES), load and grid.
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Figure 5-6 Data model of the system under study

The dynamic equation between the power generated in source and the sensor value in load side

can be whiten as follows.

1 KNG-ES
T XNG-Es t 7
NG—-ES NG-ES

X'NG—ES = - PNG—ES (5_3 )
Where Pyg_gs is generated power from NG to meet ES demand, xyg_gs is measured power in

ES side and Tyg_gs is the delay for getting measured values.

. 1 Kng
XN = — Twe XNG —/—TNG' Pye (5-4)

Where Py is generated power from NG to meet the load demand.

. _ 1 KRen—g
XRen—g= — Tren—g XRen—g 7 Tren—g PRen—g (5-5)

Where Prep—g is generated power from Ren to supply the grid.
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Where P; is generated power from grid to meet the load demand.

. _ 1 KRen
XRen= " Tren XRen f Tren PRen

Where Pgre,, 1s generated power from Ren to meet the load demand.

) 1
Xsoc =~ 7—Xsoc +XNG-Es T Xren—Es—Pes

Where X, 1s SOC value of ES

. _ 1 KEs
Xgs =~ - XEs ‘/_T . Pgs
ES Es

Where Pgg is generated power from ES to support the load demand.

1

. _ KRren-b
XRen—-ES = — Troms XRen—ES %TRW ) Pren—gs

Where Pre,_gs 1 generated power from Ren to support the ES

(5-6)

(5-7)

(5-8)

(5-9)

(5-10)

The data modeling of a system described by equations (5-3) to (5-10) is shown in Figure

5-7.

Most of the states in the system describe power propagation, and xg,. represents the state

of charge level in the energy storage system. In order to evaluate the impact of different types of

faults, as defined in the previous section, we need to introduce these faults into the system. For

instance, a fault can be simulated by disconnecting the link between the renewable source and

the grid. The resulting dynamic behavior can be observed in Figure 5-8.

After obtaining the new dynamic behavior, it is important to analyze the controllability and

observability of the system. This can be achieved through the use of KD, which enables us to

generate a new model of the system, as depicted in Figure 5-9.
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Figure 5-9 Dynamic model after applying KD

The use of KD generates a new set of states, and it is important to establish a mapping between
the original states and the new states. This mapping is shown in equation (5-11)
x =Ax + Bu

z=Tx
z=TAT 'z+ T 1Bu

(5-11)

1 0 0 0 0 0 0 07 *n¢ [ XNG
01 0 0 0 0 0 O0|]*NvG-Es XNG-ES
0 0 01 0 O 0 Ol||*ren-g XRen
7 — 0 0 001 0 0 Off *Ren [_| *soc
0 0 0O OO 1 0 0} %soc XEs
0 0000 O0OT1TUW0O XES XRen—-ES
0 0 00O 0O 0 0 1[|*Ren-Es Xg
0 01 0 0 0 0 o0ll Xg 1 LXren-g |
T
T

Figure 5-10 Mapping between two groups of states
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Based on this mapping it can be inferred Xgen—g 1 unobservable.

5.4.1.2 Summary of ReC algorithm

Regarding the concepts mentioned above, the summary of the algorithm for classification can be
written as follows.

1- Extracting the data model of the system

2- Applying three level of faults based on the profiles defined for the MG

3- Using KD to determine the controllability and observability states of the system

4- Mapping the states to identify Uncontrollable and Unobservable modes

5- Using the classification Table (5-1) to determine the level of resilience

Table 5-1 Table for resilience classification

State Class
All sources are availahle
More than one sources
One source is available
Supporting for limited time
Information is not enough
No acceptable information

o9 oolw>

5.4.1.3  Analyze the system and simulation results

By applying all recommended ReC steps to the system being analyzed in four different
cases, the obtained results are summarized in Table 5-2. In Case 1, the system was found to be
operating normally, with no concerns regarding the support of energy for loads demand. According
to the data model, the system is controllable and observable, and has been classified as having a

resilience class A.
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Table 5-2 The classification of resilience levels for supporting critical loads

Faulty case ’ Controllability \ Observabilityl Critical load supporting [ uc | Uo \ System state
Casel
Fault-free functioning [ 1 \ 1 | 1 [ | \
Case?2 (Actuator)
Grid-Load 1 1 A
Ren to Grid 0 1 A X _Ren-g
Gen to load 0 1 B X _Gen-L
Gento ES 0 1 B
Ren to load 0 1 B
ESto load 0 1 B
Rento ES 0 1 B
Case 3 (Sensors)
Grid-Load 1 0 D1 X Ren-g & Xg
Gen to load 1 0 B
Ren to load 1 0 B
ES to load 1 0 B
Rento ES 1 0 B
B SOC 1 0 D1 X _SOC & X _Gen-ES
Cased (Fault between two units)
Grid-Load 1 1 A P Ren+P ES+P Gen
Ren-Load 1 1 B P ES+P Gen
Gen-Load 1 1 C P ES
Ren-Grid 1 0 C X Ren-g P ES
Ren-ES 1 0 D
Gen-ES 1 0 D X _Gen-ES Limited time
Sensor :ES-Load 1 0 D X ES SOC can be helpful
Actuator:P_ES 0 0 O X ES Shut down

In Case 2, the objective is to analyze the impact of each source on the system from a load
perspective. This is achieved by simulating the loss of power from each source, and then defining
the class of resilience. When the first two sources are lost, the system remains in resilience class
A since there are no issues from the perspective of other sources.

Although the system becomes uncontrollable in this scenario, this issue is on the grid side
and not on the load side, thus allowing the system to maintain its level A resilience. For the
remaining sources, the system shifts to resilience class B for a limited time upon the loss of each
source.

Load"PNG+PES+Rg+PReTL
ES:  Png_gs+ Pren-ks
Grid: PRen—g

(5-12)
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In Case 3, the scenario is similar to Case 2, with the addition of considering the impact of
sensors. As shown in Table 5-2, when the grid data is lost from the load side, the system becomes
unobservable (UO). In addition, two groups of sensor data are lost, making it difficult to proceed
without this information, which results in a classification of D1 according to Table 5-1. The state
of charge (SOC) also experiences similar issues. For the remaining parts, the Resilience class is
classified as B.

Case 4 is one of the important analyses to gather information from the system by sequentially
removing each link of the source. The analysis starts from the grid side, and as the test continues,
the value of Rec will be changed. Table 5-2 provides detailed information on the UC and UO
data sources used to classify the resilience state.

The proposed technique can be useful for data analytics in assessing the resiliency of a system
during its operation. The resilience class can help manage the state of the system in the face of

different events and plan for minimizing recovery time and supporting critical loads
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Chapter 6 Conclusions

This thesis presents a comprehensive study on the modeling and control of a proposed
microgrid (MG) system. Firstly, it provides an overview of the microgrid concept, its control
hierarchy, and primary control techniques. The stability of microgrids is also discussed, and the
problem statement that is aimed to be addressed in this thesis is identified.

The configuration of a hybrid system, comprising a natural gas generator, voltage source
converter system, LCL filter and grid following convert is presented. It presents a detailed
modeling of the natural gas generator, covering its mechanical and electrical models, along with
the exciter state space modeling. Additionally, the state space modeling of the grid forming
inverter and grid following inverter is included, which incorporates new details not covered in
previous studies. The dynamic model of the hybrid MG system is presented, clarifying the role of
each state, the number of inputs, and the interconnection between units. Importantly, the study also
accounts for communication delay as part of the dynamic model, making it unique from other
research conducted in this field.

The presented work discusses the control architecture of a proposed microgrid and provides
simulation results. The results cover various scenarios, such as supporting pulse load during
islanding mode and grid-connected mode of operation, and account for the impact of
communication delay. The results are considered satisfactory as they demonstrate the effectiveness
of the master controller in supporting the system with different dynamics, particularly in transient
response.

The proposed work introduces a fault classification method based on a data model to

support microgrid resiliency. Resiliency is defined, and a novel method for classifying the data
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model under fault scenarios is presented. The proposed fault classification method provides a
useful framework for analyzing the system's resilience to different types of faults.

In conclusion, this thesis presented a comprehensive study on the modeling and control of
a proposed microgrid system. The proposed fault classification method provides a useful
framework for analyzing the system's resilience to different types of faults, which can be used to
improve the micro grid’s overall performance and reliability. Our work can be extended to consider
additional factors that may affect microgrid performance, such as hybrid electrical vehicle (EV)
charger.

Further future considerations and analyses include evaluating the proposed control in real
systems using hardware in the loop (HIL) method. Additionally, the study's results could be

applied to evaluate the performance of EV hybrid charger.
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Appendix: System parameters for simulation

cf 1.30E-04

F 60

Fs 15000

J 33.536
L1 4.50E-04
L2 1.60E-04
Lg 5.00E-02

R 0.05
Rc 1

Rg 0.0001
Sb 2.00E+05
Sg 190000
SG 250000
Ts 1.00E-05
Vb 208
Vdc 1000
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