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ABSTRACT
THE BOUNDEDNESS OF HAUSDORFF OPERATORS ON FUNCTION SPACES
by
Xiaoying Lin
The University of Wisconsin–Milwaukee, 2013
Under the Supervision of Professor Dr. Dashan Fan

For a fixed kernel function $\Phi$, the one dimensional Hausdorff operator is defined in the integral form by

$$h_\Phi(f)(x) = \int_0^\infty \frac{\Phi(t)}{t} f\left(\frac{x}{t}\right) dt.$$

By the Minkowski inequality, it is easy to check that the Hausdorff operator is bounded on the Lebesgue spaces $L^p$ when $p \geq 1$, with some size condition assumed on the kernel functions $\Phi$. However, people discovered that the above boundedness property is quite different on the Hardy space $H^p$ when $0 < p < 1$. To establish the boundedness on the Hardy space for $0 < p < 1$, some smoothness must be assumed on the kernel functions $\Phi$.

In this thesis, we first study the boundedness of $h_\Phi$ on the Hardy space $H^1$, and on the local Hardy space $h^1(\mathbb{R})$. Our work shows that for $\Phi(t) \geq 0$, the Hausdorff operator $h_\Phi$ is bounded on the Hardy space $H^1$ if and only if $\Phi$ is a Lebesgue integrable function; and $h_\Phi$ is bounded on the local Hardy space $h^1(\mathbb{R})$ if and only if the functions $\Phi(t)\chi_{[1,\infty)}(t)$ and $\Phi(t)\chi_{(0,1)}(t)\log\left(\frac{1}{t}\right)$ are Lebesgue integrable. These results solve an open question posed by the Israeli mathematician Liflyand. We also establish an $H^1(\mathbb{R}) \to H^{1,\infty}(\mathbb{R})$ boundedness theorem for $h_\Phi$. As applications, we obtain many decent properties for the Hardy operator and the $k$th order Hardy operators. For instance, we know that the Hardy operator $\mathcal{H}$ is bounded from $H^1(\mathbb{R}) \to H^{1,\infty}(\mathbb{R})$, bounded on the atomic space $H^1_A(\mathbb{R}_+)$, but it is not bounded on both $H^1(\mathbb{R})$ and the
local Hardy space $h^1(\mathbb{R})$.

We also extend part of these results to the high dimensional Hausdorff operators. Here, we study two high dimensional extentions on the Hausdorff operator $h_\Phi$:

$$\tilde{H}_{\Phi, \beta}(f)(x) = \int_{\mathbb{R}^n} \frac{\Phi(y)}{|y|^{n-\beta}} f\left(\frac{x}{|y|}\right) dy, \quad n \geq \beta \geq 0,$$

and

$$H_{\Phi, \beta}(f)(x) = \int_{\mathbb{R}^n} \frac{\Phi\left(\frac{x}{|y|}\right)}{|y|^{n-\beta}} f(y) dy, \quad n \geq \beta \geq 0,$$

where $\Phi$ is a local integrable function.

For $0 < p < 1$, we obtain a sufficient condition for the $H^p$ boundedness for the Hausdorff operator in the one dimensional case. This theorem needs less smoothness on the kernel $\Phi$ than any other theorems in the literature. Since there is no result involving the boundedness on $H^p(\mathbb{R}^n)$ in the literature for the high dimensional Hausdorff operators, if $0 < p < 1$ and $n \geq 2$, it is interesting to study such problems in the high dimensional spaces. We establish several sufficient conditions by using a duality argument.

Additionally, we study boundedness of Hausdorff operators on some Herz type spaces, and some bilinear Hausdorff operators and fractional Hausdorff operators.
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CHAPTER 1
INTRODUCTION

One of the core problems in harmonic analysis is to study the boundedness of an operator $T$ on some function/distribution spaces

$$\|Tf\|_Y \leq \|f\|_X,$$

where $X$ and $Y$ are two function/distribution spaces with norms or quasi norms $\|\cdot\|_X$, $\|\cdot\|_Y$ respectively. This question arises from many natural problems in mathematics and the sciences. To illustrate the importance of this problem, we look at the following two examples.

Example 1.1. Any $L^1$ function $f$ on $[-\pi, \pi]$ has its Fourier series

$$f(x) \sim \sum_k c_k e^{ikx}.$$

This means a signal $f$ might be built up from many simple sine and cosine waves with different wave lengths and amplitude. Unfortunately,

$$f(x) = \sum_k c_k e^{ikx}$$

is not always true pointwise, even when $f$ is a continuous function (see [31]). So we need to modify the information using a filter $\{m(\epsilon k)\}$ (called the summation of the Fourier series):

$$T_{m,\epsilon}f(x) = \sum_k c_k m(\epsilon k)e^{ikx}, \quad \epsilon > 0,$$

where $m$ is a suitably nice function and $m(0) = 1$. $T_m$ is called a multiplier (operator) with symbol $m$. This summation greatly improves the convergence of the Fourier series.
in the sense that
\[
\lim_{\epsilon \to 0^+} \sum_k c_k m(\epsilon, k) e^{ikx} = f(x)
\]
uniformly for a continuous function \(f\) if one chooses a suitable function \(m\). For instance, from [31], we know that \(T_{m,\epsilon}(f)\) is the Abel summation if \(m(\sqrt{\epsilon}k) = e^{-\epsilon|k|^2}\), and the Riesz summation if \(m(\epsilon k) = (1 - \epsilon |k|)_+\).

Furthermore, let \(F\) be some function/distribution space with quasi-norm \(\|\cdot\|_F\), we are interested in the global convergence
\[
\lim_{\epsilon \to 0^+} \|T_{m,\epsilon}g - g\|_F = 0, \text{ for } g \in F.
\]
We suppose that the class \(S\) of Schwartz functions is dense in \(F\), and that for \(f \in S\),
\[
\lim_{\epsilon \to 0^+} \|T_{m,\epsilon}f - f\|_F = 0.
\]
Then it is easy to check that the boundedness
\[
\|T_{m,\epsilon}g\|_F \leq \|g\|_F, \text{ for } \epsilon \text{ sufficiently small}
\]
implies that for all \(g \in F\),
\[
\lim_{\epsilon \to 0^+} \|T_{m,\epsilon}g - g\|_F = 0.
\]
To see this fact, for given \(g \in F\), and any \(\delta > 0\), choose \(f \in S\) such that
\[
\|f - g\|_F < \delta.
\]
As a consequence, we have
\[
\lim_{\epsilon \to 0^+} \|T_{m,\epsilon}g - g\|_F \leq \lim_{\epsilon \to 0^+} \left(\|f - g\|_F + \|T_{m,\epsilon}(f - g)\|_F + \|T_{m,\epsilon}f - f\|_F\right)
\leq \delta + \lim_{\epsilon \to 0^+} \|T_{m,\epsilon}f - f\|_F
\leq \delta.
\]
Thus the convergence problem \(T_{m,\epsilon}f \to f\) in the space \(F\) is reduced to the boundedness
of $T_{m,\epsilon}$ on the space $F$.

**Example 1.2.** The solution $u(t,x)$ of the Cauchy problem of the Schrödinger equation
\[
\begin{cases}
  i\partial_t u - \Delta u = 0, & (t,x) \in \mathbb{R}_+ \times \mathbb{R}^n \\
  u(0,x) = u_0(x)
\end{cases}
\]

is formally given by $u(t,x) = (e^{-it\Delta}u_0)(x)$, where $u(t,x) = (e^{-it\Delta}u_0)$ is defined through its Fourier transform by
\[
(e^{-it\Delta}u_0)(\xi) = e^{it|\xi|^2} \hat{u}_0(\xi).
\]

Let $X$ and $Y$ be two function spaces. To study the regularity of the solution, we need to estimate
\[
\|e^{-it\Delta}(u_0 - v_0)\|_Y = \|e^{-it\Delta}u_0 - e^{-it\Delta}v_0\|_Y \leq \|u_0 - v_0\|_X,
\]

since the operator $e^{-it\Delta}$ is linear. Again we face the boundedness inequality
\[
\|e^{-it\Delta}f\|_Y \leq \|f\|_X.
\]

These examples begin to show the importance of demonstrating the boundedness of operators on function spaces. In this thesis, we mainly study the boundedness of the Hausdorff operators on the Lebesgue spaces and on the Hardy spaces. We begin by recalling the one dimensional Hausdorff operator, defined in the integral form by
\[
h_\Phi(f)(x) = \int_0^\infty \Phi(t) \frac{x}{t} f\left(\frac{x}{t}\right) dt,
\]

where, for simplicity, we initially define $h_\Phi$ on the Schwartz space $S$. Clearly, $h_\Phi$ is a linear operator. This integral operator is deeply rooted in the study of 1-dimensional Fourier analysis. Particularly, it is closely related to the summability of the classical Fourier series (see [13]).

The definition of $h_\Phi$ is based on the dilation structure of the Euclidean space. Two important geometric transformations on the Euclidean space $\mathbb{R}^n$ are translation
and dilation. The translation $L_y$ is a linear operator defined by $L_y(f)(x) = f(x + y)$, so its integral form

$$\int \Phi(y)L_{-y}(f)(x) \, dy = \int \Phi(y)f(x - y) \, dy$$

(1.2)
is the convolution operator $\Phi * f(x)$ with kernel $\Phi$, and its $L^1$ norm satisfies

$$\|\Phi * f\|_{L^1} = \|\Phi\|_{L^1} \|f\|_{L^1}, \quad \text{if} \quad \Phi, f \geq 0.$$

The dilation $D_t$ is a linear operator defined by $D_t(f)(x) = f(tx)$, for $t > 0$. The integral

$$\int \Phi(t)D_{t^{-1}}(f)(x) \, dt = \int \Phi(t)f\left(\frac{x}{t}\right) \, dt$$

(1.3)
corresponds to the Hausdorff operator

$$h_\Phi(f)(x) = \int_0^\infty \frac{\Phi(t)}{t} D_{t^{-1}}(f)(x) \, dt.$$  

(1.4)

Note that $\Phi(t)$ in equation (1.3) is replaced by $\frac{\Phi(t)}{t}$ in equation (1.4). This normalizes the operator, so that

$$\|h_\Phi(f)\|_{L^1} = \|\Phi\|_{L^1} \|f\|_{L^1}, \quad \text{if} \quad \Phi, f \geq 0.$$

Many important operators in real and complex analysis are special cases of the Hausdorff operator, by taking suitable choice of $\Phi$. These operators include, among many others:

1. the Hardy operator

$$\mathcal{H}f(x) = \frac{1}{x} \int_0^x f(t) \, dt,$$

the average of antiderivative of a function $f$ in the Fundamental Theorem of Calculus, is obtained by choosing $\Phi(t) = \frac{\chi_{(1,x)}(t)}{t}$;
(2) the adjoint Hardy operator 

\[ H^* f(x) = \int_x^\infty \frac{f(t)}{t} \, dt, \]

which is obtained by choosing \( \Phi(t) = \chi_{(0,1)}(t); \)

(3) the Cesàro operator 

\[ C_\alpha(f)(x) = \alpha \int_0^1 \frac{(1-t)^{\alpha-1}}{t} f\left(\frac{x}{t}\right) \, dt, \]

which is obtained by choosing \( \Phi(t) = \chi_{(0,1)}(t)(1-t)^{\alpha-1}; \)

(4) the Hardy-Littlewood-Pólya operator 

\[ P(f)(x) = \int_0^\infty \frac{f(t)}{\max\{t, x\}} \, dt = Hf(x) + H^* f(x). \]

Also, the Riemann-Liouville fractional derivatives 

\[ \tilde{D}_\beta(f)(x) = \int_0^x (x-t)^{\beta-1} f(t) \, dt, \quad x > 0 \]

can be derived from the fractional Hausdorff operator. In fact

\[ \tilde{D}_\beta(f)(x) = x^\beta \int_0^x \left(1 - \frac{t}{x}\right)^{\beta-1} f(t) \, dt \]

\[ \approx x^\beta \int_1^\infty \frac{(1 - \frac{1}{t})^{\beta-1}}{t^2} f\left(\frac{x}{t}\right) \, dt. \]

Thus,

\[ \tilde{D}_\beta(f)(x) \approx x^\beta \Phi(f)(x) \]

with

\[ \Phi(t) = \frac{(1 - \frac{1}{t})^{\beta-1}}{t} \chi_{(1,\infty)}(t). \]

The Hausdorff operator has received extensive study in recent years, particularly its boundedness on the Lebesgue space \( L^p \) and the Hardy space \( H^p \) (see [9, 14, 18, 28, 30]).

Consider a quasi-normed space \( X \) with quasi-norm \( \| \cdot \|_X \). We say that \( X \) satisfies
the norm scaling (N-S) property if there exists a number $\sigma = \sigma(X)$ such that

\[
\left\| f\left(\frac{\cdot}{t}\right) \right\|_X = t^\sigma \left\| f \right\|_X
\]

for any $f \in X, t > 0$. If $X$ satisfies the N-S property, then by Minkowski’s inequality

\[
\left\| h_\Phi f \right\|_X \leq \int_0^\infty \frac{\left| \Phi(t) \right|}{t} \left\| f\left(\frac{\cdot}{t}\right) \right\|_X dt
\]

\[
= \left( \int_0^\infty \frac{\left| \Phi(t) \right|}{t} t^\sigma dt \right) \left\| f \right\|_X.
\]

This shows that $h_\Phi$ is bounded on the space $X$ if

\[
\left( \int_0^\infty \frac{\left| \Phi(t) \right|}{t} t^\sigma dt \right) < \infty.
\]

(1.5)

Based on these observations, our main interests in the Hausdorff operator are:

1. Determine when the condition given in equation (1.5) is sharp, that is, for which spaces $X$ satisfying the N-S property the condition in equation (1.5) is necessary as well as sufficient.

2. Study the boundedness of $h_\Phi : X \to X$ if $X$ does not satisfy the N-S property.

The Lebesgue spaces $L^p$ when $p \geq 1$ satisfy the N-S property. Thus, by the above argument, we have

\[
\left\| h_\Phi f \right\|_{L^p} \leq C_\Phi \left\| f \right\|_{L^p},
\]

where $C_\Phi$ is the constant

\[
C_\Phi = \left( \int_0^\infty \frac{\left| \Phi(t) \right|}{t} t^\frac{1}{p} dt \right).
\]

It is known that the Hausdorff operator is bounded on the Lebesgue spaces $L^p$ when $p \geq 1$ if and only if $C_\Phi < \infty$, provided $\Phi(t)$ is a non-negative valued function. The real Hardy space $H^1$ is also a space with the N-S property. Again, by a scaling argument together with the Minkowski inequality, we obtain

\[
\left\| h_\Phi f \right\|_{H^1} \leq \left\| f \right\|_{H^1}.
\]
if $\Phi(t)$ is a Lebesgue integrable function on $(0, \infty)$. The Israeli mathematician Liflyand posed the following question.

**Question 1** (Liflyand [13]). Determine the sharpness of the condition $\Phi \in L^1(0, \infty)$ to give $h_\Phi$ bounded on $H^1(\mathbb{R})$.

In this thesis, we will solve this problem by showing that if $\Phi(t)$ is a non-negative valued function, then

$$\|h_\Phi f\|_{H^1} \leq \|f\|_{H^1}$$

if and only if $\Phi(t)$ is a Lebesgue integrable function on $(0, \infty)$. We will also solve the same problem on the local Hardy space $h^1$. As applications, we obtain some interesting results for the Hardy operator on the spaces near $H^1$.

The real Hardy space $H^p$ is not a normed space when $0 < p < 1$. It is known that the above boundedness property on $L^p$ or $H^1$ is quite different on the Hardy space $H^p$ when $0 < p < 1$. To establish the boundedness of $h_\Phi$ on the real Hardy space $H^p$ for all $0 < p < 1$, it seems that any reasonable size condition on $\Phi$ is not sufficient; some smoothness condition must be included. This phenomenon was discovered by Kanjin [9] who required a smoothness condition on $\hat{\Phi}$, the Fourier transforms of $\Phi$. It was further explored by Liflyand and Miyachi in [14], who required a smoothness condition on $\Phi$, and who further found a bounded function $\Phi$ supported in a compact set $E \subset (0, \infty)$, such that the operator $h_\Phi$ is not bounded on $H^p(\mathbb{R})$ for any $0 < p < 1$.

The original work of Kanjin, Liflyand and Miyachi was motivated by the Cesàro operator

$$C_\alpha(f)(x) = \alpha \int_0^1 (1 - t)^{\alpha - 1} f\left(\frac{x}{t}\right) dt, \quad \alpha > 0.$$  

Kanjin showed in ([9]) that $C_\alpha$ is bounded on $H^p(\mathbb{R})$ provided \( \frac{2}{2\alpha + 1} < p < 1 \), and that this result actually is an application of the following:
Theorem A ([9]). Let $0 < p < 1$, $M = [1/p - 1/2] + 1$, and

$$A_{\Phi,p} = \int_0^{\infty} t^{-1+1/p} |\Phi(t)| \, dt.$$ 

Suppose $A_{\Phi,1} + A_{\Phi,2} < \infty$, and $\hat{\Phi} \in C^{2M}(\mathbb{R})$ with

$$\sup_{\xi \in \mathbb{R}} |\xi|^M \left( |\hat{\Phi}^{(M)}(\xi)| + |\hat{\Phi}^{(2M)}(\xi)| \right) < \infty.$$ 

Then $h_{\Phi}$ is a bounded operator on $H^p(\mathbb{R})$.

The proof of Theorem A is based on the Taibleson-Weiss atomic-molecular characterization of the Hardy space (see [28]). Kanjin proved that if $\Phi$ satisfies the conditions of Theorem A, then the Hausdorff operator $h_{\Phi}$ maps an atom to an $H^p$ molecule. Later on, using a different method, which includes a modified atomic decomposition of $H^p$, Miyachi improved Kanjin’s result by showing that the Cesàro operator $C_\alpha$ is bounded on $H^p(\mathbb{R})$ for any $\alpha > 0$ and all $p > 0$ (see [23]). In [14] Liflyand and Miyachi further extended the method used by Miyachi in [23] to study the $H^p(\mathbb{R})$ boundedness of the Hausdorff operator $h_{\Phi}$. First, they observed that the following Theorem B is a direct corollary of Theorem A.

Theorem B ([14]). Let $0 < p < 1$ and $M = [1/p - 1/2] + 1$. If $\Phi \in C^M$ and its support is a compact set in $(0, \infty)$, then the Hausdorff operator $h_{\Phi}$ is bounded on $H^p(\mathbb{R})$.

Liflyand and Miyachi then generalized the main result in [23] and obtained the following two theorems.

Theorem C ([14]). Let $0 < p < 1$, $M = [1/p - 1/2] + 1$ and let $\varepsilon$ be a positive number. If $\Phi \in C^M(0, \infty)$ satisfies

$$|\Phi^{(k)}(t)| \leq \min\{t^\varepsilon, t^{-\varepsilon}\} t^{-1/p-k}$$

for $k = 0, 1, ..., M$, then $h_{\Phi}$ is bounded on $H^p(\mathbb{R})$. 

Theorem D ([14]). Let $0 < p < 1$, $M = [1/p - 1/2] + 1$ and let $\varepsilon$ and $a$ be positive numbers. Suppose that $\Phi$ is a function on $(0, \infty)$ such that the support of $\Phi$ is a compact subset of $(0, \infty)$. If $\Phi$ is of class $C^M$ on $(0, a) \cup (a, \infty)$ and satisfies
\[
|\Phi^{(k)}(t)| \leq |t - a|^{\varepsilon - k} \text{ for } k = 0, 1, \ldots, M,
\]
then $h_\Phi$ is bounded on $H^p(\mathbb{R})$.

In this thesis, we will establish another sufficient condition for $H^p$ boundedness of $h_\Phi$ with less smoothness on $\Phi$ than that in Theorems B to D.

Next, we observe that all methods used to show the boundedness of $h_\Phi$ on $H^p(\mathbb{R})$ in the above theorems fail in the high dimensional case, and we notice that there is no result involving the boundedness on $H^p(\mathbb{R}^n)$ in literature for the high dimensional Hausdorff operators, if $0 < p < 1$ and $n \geq 2$. Thus we are particularly interested in studying such problems in the high dimensional spaces.

In the one-dimensional case, when $x > 0$, by a changing of variables,
\[
h_\Phi(f)(x) = \int_0^\infty \frac{\Phi \left( \frac{x}{t} \right)}{t} f(t) \, dt.
\]
This suggests us to study two different extensions of Hausdorff operator in the high dimensional space:
\[
\tilde{H}_{\Phi,\beta}(f)(x) = \int_{\mathbb{R}^n} \frac{\Phi(y)}{|y|^{n-\beta}} f \left( \frac{x}{|y|} \right) \, dy, \quad n \geq \beta \geq 0,
\]
and
\[
H_{\Phi,\beta}(f)(x) = \int_{\mathbb{R}^n} \frac{\Phi \left( \frac{x}{|y|} \right)}{|y|^{n-\beta}} f(y) \, dy, \quad n \geq \beta \geq 0,
\]
where $\Phi$ is a locally integrable function. We denote
\[
\tilde{H}_{\Phi,0} = \tilde{H}_\Phi \quad \text{and} \quad H_{\Phi,0} = H_\Phi.
\]
We note that operators of the form $H_\Phi$ include the high dimensional Hardy oper-
ator

\[ \frac{1}{|x|^p} \int_{|y| \leq |x|} f(y) dy \]

and the adjoint Hardy operator

\[ \int_{|y| \geq |x|} \frac{f(y)}{|y|^p} dy. \]

In [10, 12, 15, 18], Liflyand and Mőricz addressed the following theorem.

**Theorem E** (Liflyand and Mőricz). \( \tilde{H}_\Phi \) is bounded on \( H^1(\mathbb{R}^n), n \geq 2 \), if \( \Phi \in L^1(\mathbb{R}^n) \).

Again, we face the following question.

**Question 2** (Liflyand [13]). Determine the sharpness of the condition on \( \Phi \) given in Theorem E. That is, determine whether \( \tilde{H}_\Phi \) is bounded on \( H^1(\mathbb{R}^n), n \geq 2 \), if and only if \( \Phi \in L^1(\mathbb{R}^n) \).

Also, we notice that there is no research in the literature addressing \( H^p(\mathbb{R}^n) \) boundedness of either the operator \( \tilde{H}_\Phi \) or the operator \( H_\Phi \). All methods of treating the one dimensional operator used in Theorems A to D fail to establish a similar theorem on the high dimensional case. This raises the following question.

**Question 3.** Establish some \( H^p(\mathbb{R}^n) \) boundedness theorems for the operators \( \tilde{H}_\Phi \) or \( H_\Phi \) for \( n \geq 2 \) and \( 0 < p < 1 \).

As usual, the notation, \( A \lesssim B \) means that there is a constant \( C > 0 \) that is independent of all essential variables such that \( A \lesssim CB \). Similarly, we use the notation \( A \gtrsim B \) if there exist positive constants \( C \) and \( c \), independent of all essential variables, such that

\[ cB \leq A \leq CB. \]

The structure of this thesis is as follows.
Chapter 2 contains some preliminary knowledge. This summary contains no new results, but several facts which are required for later chapters.

Chapter 3 presents some results on $H^p(\mathbb{R})$ for $0 < p < 1$. In particular, Chapter 3 improves on the smoothness conditions described in Theorems B to D.

Chapter 4 includes several results on $H^1(\mathbb{R})$ and related spaces. It includes an answer to Question 1.

Chapter 5 concerns $H^p(\mathbb{R}^n)$, $0 < p \leq 1$, $n \geq 2$. This chapter addresses Questions 2 and 3.

Chapter 6 explores extending the techniques used for the previous results to study Hausdorff operators on the related Herz-type Hardy spaces, and also to study bilinear Hausdorff operators.

The following are the new theorems that we obtained.

In Chapter 3, we prove a boundedness result for Hausdorff operators on one-dimensional Hardy spaces:

**Theorem 3.1.** Let $\Phi$ be a Lebesgue integrable function. Denote $\phi(t) = \frac{\Phi(t)}{t}$ for $t > 0$, and $\phi(t) = 0$ for $t \leq 0$. Assume $0 < p < 1$ and $\alpha = \frac{1}{p} - 1$. If $\phi \in \Lambda_\alpha$ then

$$\|h\Phi(f)\|_{H^p,\infty}(\mathbb{R}) \leq \|f\|_{H^p(\mathbb{R})}.$$ 

If there exists a small $\epsilon > 0$, such that $\alpha - \epsilon > 0$ and $\phi \in \Lambda_{\alpha+\epsilon} \cap \Lambda_{\alpha-\epsilon}$, then

$$\|h\Phi(f)\|_{H^p(\mathbb{R})} \leq \|f\|_{H^p(\mathbb{R})}.$$ 

In Chapter 4, we study the boundedness of Hausdorff operators on the Hardy space $H^1(\mathbb{R})$, obtaining the following main theorems:

**Theorem 4.2.** Let $\Phi$ be a nonnegative valued locally integrable function.

(1) $h_{\Phi}$ is bounded on $H^1(\mathbb{R})$ if and only if $\Phi \in L^1(0, \infty)$. 

(2) $h_\Phi$ is bounded on the local Hardy space $h^1(\mathbb{R})$ if and only if
\[ \int_1^{\infty} \Phi(t) \, dt + \int_0^1 \Phi(t) \left(1 + \log \left(\frac{1}{t}\right)\right) \, dt < \infty. \]

**Theorem 4.3.** Let $\phi(t) = t^{-1} \Phi_0(t)$. Suppose $\phi \in \text{BMO}(\mathbb{R})$. Then $h_\Phi$ extends to a bounded operator from $H^1(\mathbb{R})$ to $H^{1,\infty}(\mathbb{R})$.

**Corollary 4.6.** The Hardy operator $\mathcal{H}$ has the following properties

1. $\mathcal{H}$ is not bounded on $H^1(\mathbb{R})$.
2. $\mathcal{H}$ is not bounded on $h^1(\mathbb{R})$.
3. $\mathcal{H}$ is bounded from $H^1(\mathbb{R})$ to $H^{1,\infty}(\mathbb{R})$.
4. $\mathcal{H}$ is bounded on $H^1_A(0, \infty)$.

We also apply our results to some generalizations of the Hardy operator.

In Chapter 5, we begin by generalizing Theorem 3.1 to obtain

**Theorem 5.1.** Let $\Phi$ be a nonnegative valued locally integrable function.

1. $\tilde{H}_\Phi$ is bounded on $H^1(\mathbb{R}^n)$ if and only if $\Phi \in L^1(\mathbb{R}^n)$.
2. $\tilde{H}_\Phi$ is bounded on the local Hardy space $h^1(\mathbb{R}^n)$ if and only if
\[ \int_{|y| \geq 1} \Phi(y) \, dy + \int_{|y| \leq 1} \Phi(y) \left(1 + \log \left(\frac{1}{|y|}\right)\right) \, dy < \infty. \]

We next show some boundedness results for the power-weight Lebesgue spaces, particularly,

**Theorem 5.4.** Let $1 \leq p, q < \infty$, $0 < \beta < n$, $\gamma > \beta p - n$ and
\[ \frac{1}{p} - \frac{\beta}{n + \gamma} = \frac{1}{q}. \]

In addition, let
\[ C_{p,\epsilon} = \int_0^\infty |\Phi(t)|^p \frac{t^{\frac{\gamma - \beta p + n - p + 1}{p - 1}}}{t^{\epsilon}} \, dt \text{ for } p > 1, \quad C_{1,\epsilon} = \| n^{-\beta + \gamma + \epsilon} \Phi(\cdot) \|_{L^\infty}. \]
For any $p \geq 1$, if, for arbitrarily small positive $\epsilon$, $C_{p, \epsilon} < \infty$, then

$$\|H_{\Phi, \beta}(f)(x)\|_{L^p(|x|^\gamma dx)} \leq \|f\|_{L^p(|x|^\gamma dx)}.$$ 

Finally, we show sufficient conditions for boundedness of operators on high-dimensional Hardy spaces.

**Lemma 5.5.** Let $0 \leq \beta < n$ and

$$\psi(y) = \frac{\Phi(1/|y|)}{|y|^{n-\beta}}.$$ 

Assume $0 < p < 1$ and $\alpha = \left(\frac{1}{p} - 1\right)$. If $\psi \in \Lambda_{\alpha}$, then

$$\|H_{\Phi, \beta}(f)\|_{L^{1, \infty}(\mathbb{R}^n)} \leq \|f\|_{H^p(\mathbb{R}^n)}$$

where $q$ satisfies

$$\frac{1}{p} = \frac{1}{q} + \frac{\beta}{n}.$$ 

**Theorem 5.6.** Let $\beta, p, \alpha, q, \psi$ be as in Lemma 5.5. If for some $\epsilon > 0$ small enough that $\alpha - \epsilon > 0$, $\psi \in \Lambda_{\alpha+\epsilon} \cap \Lambda_{\alpha-\epsilon}$, then

$$\|H_{\Phi, \beta}(f)\|_{L^q(\mathbb{R}^n)} \leq \|f\|_{H^p(\mathbb{R}^n)}.$$ 

**Theorem 5.11.** Suppose $0 < p < 1$, $0 < \beta < n$. Let $\hat{\Phi}$ denote the Fourier transform of $\Phi$ and

$$\frac{1}{p} = \frac{1}{q} + \frac{\beta}{n}.$$ 

For an integer $M = n(\frac{1}{p}-1)$, suppose that $\hat{\Phi}$ is a function in $C^{2M+n}(\mathbb{R}^n)$ with compact support in the set $\mathbb{R}^n \setminus \{0\}$. Then

$$\|H_{\Phi, \beta}(f)\|_{L^{1, \infty}(\mathbb{R}^n)} \leq \|f\|_{H^p(\mathbb{R}^n)}.$$ 

**Theorem 5.13.** Suppose $0 < p < 1$, $0 < \beta < n$. Let $\hat{\Phi}$ denote the Fourier transform of $\Phi$ and
of $\Phi$ and

$$\frac{1}{p} = \frac{1}{q} + \frac{\beta}{n}.$$ 

For an integer $M > n(1/p - 1)$, suppose that $\hat{\Phi}$ is a function in $C^{2M+n}(\mathbb{R}^n)$ with compact support in the set $\mathbb{R}^n \setminus \{0\}$. Then

$$\|H_{\Phi,\beta}(f)\|_{H^q(\mathbb{R}^n)} \leq \|f\|_{H^q(\mathbb{R}^n)}.$$ 

In Chapter 6, we establish a size condition for boundedness of Hausdorff operators on the Herz-type Hardy spaces:

**Theorem 6.1.** Let $0 < p \leq 1 < q < \infty$, and $n(1 - \frac{1}{q}) \leq \alpha < \infty$.

(1) For $0 < p < 1$, let

$$C_{p,\sigma} = \int_{\mathbb{R}^n} \frac{|\Phi(y)|}{|y|^n} |y|^\alpha |y|^{\frac{n}{q}} \left(1 + \log |y|\right)^\sigma \, dy.$$ 

If, for some $\sigma > \frac{1-p}{p}$, $C_p := C_{p,\sigma} < \infty$, then

$$\|H_{\Phi}(f)\|_{H_{K}^{\alpha,p}(\mathbb{R}^n)} \leq \|f\|_{H_{K}^{\alpha,p}(\mathbb{R}^n)}.$$ 

(2) For $p = 1$, let

$$C_1 = \int_{\mathbb{R}^n} \frac{|\Phi(y)|}{|y|^n} |y|^\alpha |y|^{\frac{n}{q}} \, dy.$$ 

If $C_1 < \infty$, then

$$\|H_{\Phi}(f)\|_{H_{K}^{\alpha,1}(\mathbb{R}^n)} \leq \|f\|_{H_{K}^{\alpha,1}(\mathbb{R}^n)}.$$ 

We further provide a condition for a modified Hausdorff operator to map the Herz-type Hardy spaces into a weak Hardy space. Here, the modified Hausdorff operator $\tilde{h}_{\Phi}$ is defined by

$$\tilde{h}_{\Phi}(f)(x) = \int_{\mathbb{R}} \frac{\Phi(t)}{t} f\left(x - \frac{x}{t}\right) \, dt.$$
and we let
\[ \phi(v) = \begin{cases} \frac{\Phi(\frac{1}{v})}{v} & \text{if } v \neq 0 \\ \lim_{v \to 0} \frac{\Phi(\frac{1}{v})}{v} & \text{if } v = 0. \end{cases} \]

**Theorem 6.3.** Let \( 0 < p \leq 1 < q < \infty \), and \( (1 - \frac{1}{q}) \leq \alpha < \infty \). For \( r = \frac{1}{\alpha + \frac{1}{q}} \), \( N = \left[ \alpha + \frac{1}{q} - 1 \right] = \left[ 1 - \frac{1}{r} - 1 \right] \), \( \frac{1}{q'} + \frac{1}{q} = 1 \).

Let
\[ \gamma = \frac{1}{r} - 1 - N = \frac{1}{r} - 1 - \left[ \frac{1}{r} - 1 \right]. \]

If \( \phi \in C^N \) and
\[ \int_{-\rho}^{\rho} \left| \phi^{(N)}(t) - \phi^{(N)}(0) \right|^{q'} dt \lesssim \rho^{1 + \gamma q'} \]
uniformly for \( \rho > 0 \), then we have
\[ \left\| \tilde{h}_\Phi(f) \right\|_{H^r, \infty} \lesssim \|f\|_{H^p_{\Phi, q, p}}. \]

Finally, we prove some preliminary boundedness results for bilinear Hausdorff operators on one-dimensional Lebesgue spaces.

**Theorem 6.5.** Let \( m, k = 1, 2, \ldots \). For any \( p, p_1, p_2, r, p' \geq 1 \) satisfying
\[ \frac{1}{p_1} + \frac{1}{p_2} = \frac{1}{p'}, \quad \frac{1}{r} = \frac{m}{p_1} + \frac{k}{p_2}, \quad \frac{1}{p} + \frac{1}{p'} = 1, \]
if
\[ \left( \int_{-\infty}^{\infty} \left| \frac{\Phi(\frac{1}{t})}{t} \right|^{p'} \frac{1}{t} \ dt \right)^{\frac{1}{p'}} < \infty \]
then
\[ \left\| H_{\Phi, m, k}(f, g) \right\|_{L^{r, \infty}} \lesssim \|f\|_{L^{p_1}} \|g\|_{L^{p_2}}. \]
CHAPTER 2
PRELIMINARIES

2.1 Lebesgue and Hardy Spaces

2.1.1 Lorentz Spaces

Let $dx$ be the Lebesgue measure on $\mathbb{R}^n$. The Lebesgue space $L^p$, $0 < p < \infty$, is the set of all measurable functions $f$ satisfying

$$\|f\|_{L^p} = \left( \int_{\mathbb{R}^n} |f(x)|^p \, dx \right)^{\frac{1}{p}} < \infty.$$ 

The power weight Lebesgue space $L^p(|x|^\gamma \, dx)$, $1 \leq p \leq \infty$, is the set of all measurable functions $f$ satisfying

$$\|f\|_{L^p(|x|^\gamma \, dx)} = \left( \int_{\mathbb{R}^n} |f(x)|^p |x|^\gamma \, dx \right)^{\frac{1}{p}} < \infty.$$ 

For a measurable function $f$, we define the set $E_f(t)$, for any $t > 0$, by

$$E_f(t) = \{ x : |f(x)| \geq t \}.$$ 

The distribution function of $f$ is $\mu_f(t) = |E_f(t)|$, the Lebesgue measure of $E_f(t)$. We define the weak Lebesgue space by

$$L^{p,\infty} = \{ f : \|f\|_{L^{p,\infty}} < \infty \},$$ 

where

$$\|f\|_{L^{p,\infty}} = \sup_{t>0} (t^p \mu_f(t)).$$

When $0 < p < \infty$ and $0 < q < \infty$, we define the norm (or quasi-norm)

$$\|f\|_{L^{p,q}} = \left( \int_0^\infty \left( \int_0^t |f(x)|^q \, dx \right)^{\frac{p}{q}} \, dt \right)^{\frac{1}{p}}.$$
The Lorentz space $L^{p,q}$ is the set of all measurable function $f$ satisfying

$$L^{p,q} = \{ f : \| f \|_{L^{p,q}} < \infty \}.$$  

The Lebesgue space $L^p$ and its weak version $L^{p,\infty}$ are special cases of the Lorentz space $L^{p,q}$. (It is easy to see that $L^{p,p} = L^p$.)

2.1.2 Hardy Spaces

When $0 < p < 1$, the dual space $(L^p)'$ of $L^p$ contains only the zero function, which makes the structure of $L^p$ difficult to study in this case. Instead, we study a closely related space, the Hardy space $H^p$.

Let $S(\mathbb{R}^n)$ be the set of Schwartz functions and $\Psi \in S(\mathbb{R}^n)$ satisfying

$$\int_{\mathbb{R}^n} \Psi(y) \, dy = 1,$$

and denote $\Psi_s(y) = \frac{1}{s^n} \Psi(\frac{y}{s})$

The Hardy space $H^p(\mathbb{R}^n)$ is the space of all distributions $f$ satisfying

$$\| f \|_{H^p(\mathbb{R}^n)} := \sup_{0 < s < \infty} \| \Psi_s * f \|_{L^p(\mathbb{R}^n)} < \infty.$$

We similarly define the weak Hardy space $H^{p,\infty}(\mathbb{R}^n)$ to be the set of distributions $f$ satisfying

$$\| f \|_{H^{p,\infty}(\mathbb{R}^n)} := \sup_{0 < s < \infty} \| \Psi_s * f \|_{L^{p,\infty}(\mathbb{R}^n)} < \infty$$

and more generally the Hardy-Lorentz space $H^{p,q}(\mathbb{R}^n)$ the set of distributions $f$ satisfying

$$\| f \|_{H^{p,q}(\mathbb{R}^n)} := \sup_{0 < s < \infty} \| \Psi_s * f \|_{L^{p,q}(\mathbb{R}^n)} < \infty.$$

The local Hardy space $h^p(\mathbb{R}^n)$ is the space of all distributions $f$ satisfying

$$\| f \|_{h^p(\mathbb{R}^n)} := \sup_{0 < s < 1} \| \Psi_s * f \|_{L^p(\mathbb{R}^n)} < \infty.$$  

The definitions above are independent (up to equivalence of norms) of the choices of
the function $\Psi$. From the definition, it is easy to see that

$$\|f\|_{h^p} \leq \|f\|_{H^p},$$

so that we have an embedding

$$H^p \subset h^p.$$ 

We note that $\|f\|_{H^p}$ and $\|f\|_{h^p}$ are norms when $p \geq 1$, and they are quasi-norms when $0 < p < 1$. When $p > 1$, it is well known that $H^p = L^p$.

### 2.2 Duality

One motivation for studying $H^p$ rather than $L^p$ when $0 < p < 1$ is that the dual of $L^p$ is degenerate in this case, while the dual of $H^p$ is well-developed. The dual of $H^p$ is an appropriately chosen Companato space; for a good treatment of this space and its duality with $H^p$, see for instance [21]. However, in computation, it is easier to pass to a related space, the Lipschitz space $\Lambda_\alpha$, introduced below.

#### 2.2.1 Lipschitz Spaces

For $\alpha \geq 0$ we define the Lipschitz space $\Lambda_\alpha$ as follows.

- For $\alpha = 0$, $\Lambda_0 = L^\infty$, $\|f\|_{\Lambda_0} = \|f\|_{L^\infty}$.

- For $0 < \alpha < 1$, $\Lambda_\alpha = \{ f : \exists c > 0 \text{ s.t. } \forall x,y, |f(x) - f(y)| \leq c |x - y|^\alpha \}$,
  $$\|f\|_{\Lambda_\alpha} = \inf \{ c : \forall x,y, |f(x) - f(y)| \leq c |x - y|^\alpha \}.$$ 

- For $\alpha \geq 1$ write $\alpha = k + \beta$, $k \in \mathbb{N}$, $0 \leq \beta < 1$.

  $$\Lambda_\alpha = \{ f : \forall \kappa \text{ multiindex s.t. } |\kappa| = k, f^{(\kappa)} \in \Lambda_\beta \},$$
  $$\|f\|_{\Lambda_\alpha} = \max_{|\kappa| = k} \|f^{(\kappa)}\|_{\Lambda_\beta}.$$ 

Intuitively, we can think of $f \in \Lambda_\alpha$ as meaning that $f$ is “$\alpha$ times” differentiable with bounded derivative. (This certainly makes sense when $\alpha \in \mathbb{N}$.) This intuition suggests that for $\alpha < \beta$, $\Lambda_\beta \subseteq \Lambda_\alpha$; but this is not true in general. We do, however, have the following inclusions.
• If $\alpha < \gamma < \beta$, then $\Lambda_\alpha \cap \Lambda_\beta \subseteq \Lambda_\gamma$.

• If $\alpha < \beta$ and $K$ is compact, then $\Lambda_\beta(K) \subseteq \Lambda_\alpha(K)$.

We don’t have to look very far to find an exception to the expected inclusion. For example, $f(x) = x^2 \in \Lambda_2(\mathbb{R})$ but not in $\Lambda_1(\mathbb{R})$.

When $\alpha = n(\frac{1}{p} - 1)$, for any $f \in H^p(\mathbb{R}^n)$, $g \in \Lambda_\alpha(\mathbb{R}^n)$, an easy computation shows the pairing inequality

$$|\langle f, g \rangle| = \|f\|_{H^p} \|g\|_{\Lambda_\alpha}.$$  \hspace{1cm} (2.1)

2.2.2 BMO

The dual space of $H^1(\mathbb{R}^n)$ is $BMO(\mathbb{R}^n)$, the space of bounded mean oscillation. Here, we recall that $BMO(\mathbb{R}^n)$ is the space of all locally integrable functions $f$ satisfying

$$\|f\|_{BMO} := \sup_{|B|} \left| \frac{1}{|B|} \int_B f(x) - \frac{1}{|B|} \int_B f(t) \, dt \right| \, dx < \infty,$$

where the $sup$ is taken over all balls $B$ in $\mathbb{R}^n$. It is known that the space $L^\infty$ is a proper subspace of $BMO$ and

$$\log |x| \in BMO \setminus L^\infty.$$

2.3 Alternate Characterizations of $H^p$

The Hardy spaces have several equivalent characterizations. In this thesis, we will invoke the atomic decomposition and the Hilbert/Riesz transform characterization.

2.3.1 Atomic Characterization

Let $0 < p \leq 1 \leq q \leq \infty, p \neq q, s \geq \lfloor n(\frac{1}{p} - 1) \rfloor$, the integer part of $[n(\frac{1}{p} - 1)]$. We say that a function $a(x) \in L^q(\mathbb{R}^n)$ is a $(p, q, s)$ atom with the center at $x_0$, if it satisfies the following conditions:

Support Condition

$$\text{supp } (a) \subseteq B(x_0, \rho), \rho > 0.$$
Cancellation Condition
\[ \int_{\mathbb{R}^n} y^k a(y) \, dy = 0 \text{ for all multi-indices } k \text{ such that } |k| \leq s, \]

Size Condition
\[ \|a\|_{L^q} \leq \rho \left( \frac{n}{q} - p \right). \]

A function \( b \) is called a small \((p, q)\) block if \( b \) satisfies the support and size conditions with \( \rho < 1 \). A function \( B \) is called a big \((p, q)\) block if \( B \) satisfies the support and size conditions with \( \rho \geq 1 \).

A well-known theorem by Coifman [3] says that any \( f \in H^p(\mathbb{R}) \) has an atomic decomposition
\[ f = \sum \lambda_j a_j, \]
where \( \{\lambda_j\} \in \ell^p \), and that
\[ \|f\|_{H^p}^p \approx \inf \left\{ \sum |\lambda_j|^p : f = \sum \lambda_j a_j, \text{ } a_j \text{ are } (p, q, s) \text{ atoms} \right\}. \]

It is also well known
\[ \|a\|_{L^p} \leq \|a\|_{H^p} \leq 1 \]
uniformly for all \((p, q, s)\) atoms if \( s > n(\frac{1}{p} - 1) \).

The space \( h^p \) has an similar decomposition that was discovered by Goldberg in [6]. Namely, any \( f \in h^p(\mathbb{R}) \) has a decomposition
\[ f = \sum \lambda_j a_j, \]
where
\[ \|f\|_{h^p}^p \approx \inf \left\{ \sum |\lambda_j|^p : f = \sum \lambda_j a_j \right\} \]
and each $a_j$ is a $(p, q, s)$ atom or a big $(p, q)$ block. A simple computation (or see [6]) shows

$$
\|B\|_{h^p} \leq 1
$$

uniformly for all big $(p, q)$ blocks $B$. We establish a boundedness result for some small blocks as Lemma 4.1.

2.3.2 Hilbert and Riesz Transform

When $n = 1$, another important characterization of $H^p(\mathbb{R})$ is the one involving the Hilbert transform

$$
\mathcal{R}f(x) = p.v. \frac{1}{\pi} \int_{\mathbb{R}} \frac{f(y)}{x - y} \, dy.
$$

The Hilbert transform is a very important operator in analysis. From [27] we know that a non-identity linear transform $T$ commutes with dilation, translation and reflection if and only if $T$ is the Hilbert transform, up to a constant multiple. It is known that the $H^p$ space can be characterized by the Hilbert transform in the sense that, for all $f \in H^p \cap L^2$,

$$
\|f\|_{H^p} \approx \|\mathcal{R}f\|_{L^p} + \|f\|_{L^p}.
$$

By checking the Fourier transform, it is easy to see that

$$
\hat{\mathcal{R}f}(\xi) = i \text{sgn}(\xi) \hat{f}(\xi),
$$

so $-\mathcal{R}^2 = \text{Id}$ is the identity operator. The relationship between the Hilbert transform and the Hausdorff operator was studied in [17] by Liflyand and Móricz. Particularly, they obtained the identity

$$
\mathcal{R}(h_\Phi f)(x) = h_\Phi(\mathcal{R}f)(x).
$$

When $n \geq 2$, one can similarly characterize the space $H^p$ by using the Riesz
transform. For $j \in \{1, 2, \ldots, n\}$, the $j$th Riesz transform $\mathcal{R}_j$ is defined by

$$\mathcal{R}_j(f)(x) = \text{p.v.} \int_{\mathbb{R}^n} \frac{y_j}{|y|^{n+1}} f(x - y) \, dy,$$

where the constant $c_n$ is given by

$$c_n = \Gamma \left( \frac{n+1}{2} \right) / \pi^{\frac{n+1}{2}}.$$

The Fourier transform of the kernel of $\mathcal{R}_j$ is called the symbol of $\mathcal{R}_j$. From [25], we know that the symbol of $\mathcal{R}_j$ is $i\xi_j/|\xi|$. From this, we can easily see that

$$\sum_{j=1}^{n} \mathcal{R}_j^2 = -\text{Id},$$

where $\text{Id}$ is the identity map. We also denote

$$\mathcal{R}_0(f)(x) = f(x).$$

For an integer $L \geq 0$, and a multi-index $J = \{j_1, \ldots, j_L\} \in \{0, 1, 2, \ldots, n\}^L$, let $\mathcal{R}_J(f)$ denote the generalized Riesz transform $\mathcal{R}_J(f) = \mathcal{R}_{j_1} \ldots \mathcal{R}_{j_L} f$. It is known that for $L$ such that $p > \frac{n-1}{n-1+L}$ and all $f \in L^2 \cap H^p(\mathbb{R}^n)$,

$$\sum_J \| \mathcal{R}_J(f) \|_{L^p(\mathbb{R}^n)} \approx \| f \|_{H^p(\mathbb{R}^n)},$$

where the sum is taken over all $J \in \{0, 1, 2, \ldots, n\}^L$. It follows easily that Riesz transforms are bounded on $H^p$ for all $0 < p \leq 1$.

We have an analogous result for the weak Hardy spaces:

$$\sum_J \| \mathcal{R}_J(f) \|_{L^p, \infty(\mathbb{R}^n)} \approx \| f \|_{H^p, \infty(\mathbb{R}^n)}.$$

Particularly, for $n = 1$, we have

$$\| f \|_{H^p, \infty} \approx \| \mathcal{R} f \|_{L^p, \infty} + \| f \|_{L^p, \infty},$$

for $f \in H^{p, \infty} \cap L^2$. 
2.4 Interpolation

One major tool we will use to generate boundedness results is interpolation, which allows us to obtain strong boundedness from weak boundedness. In particular, we will use two interpolation theorems: Stein-Weiss analytic interpolation [27] and Marcinkiewisz interpolation.

2.4.1 Stein-Weiss Analytic Interpolation

Let $p_M, A, \mu$ and $q_N, B, \nu$ be two measure spaces and $D(p_M, \mu)$ and $D(p_N, \nu)$ be the sets of all simple functions on $(M, A, \mu)$ and $(N, B, \nu)$ respectively. Define the set $\Delta$ to be the strip

$$\Delta = \{ z \in \mathbb{C} : 0 \leq \text{Re } z \leq 1 \}$$

$$\hat{\Delta} = \{ z \in \mathbb{C} : 0 < \text{Re } z < 1 \}.$$

**Definition 2.1.** Let $T_z$ be a linear operator $T_z : D(M) \to D(N)$ for each $z \in \Delta$. If for any $f \in D(M), g \in D(N)$,

$$h(z) = \int_N T_z(f) \, dv$$

is analytic on $\hat{\Delta}$ and continuous on $\Delta$, and there exists a constant $a < \pi$, such that

$$e^{-a|y|} \log |h(z)|, \quad z = x + iy$$

has an upper bound on $\Delta$, then we call the family of the operators $\{T_z\}$ admissible.

**Theorem F** (Stein-Weiss). Let $\{T_z\}$ be an admissible family and $z = x + iy$. If

$$\|T_{iy}(f)\|_{L^{q_0} \to \infty(N)} \leq M_0(y) \|f\|_{L^{p_0}(M)}$$

$$\|T_{1 + iy}(f)\|_{L^{q_1} \to \infty(N)} \leq M_1(y) \|f\|_{L^{p_1}(M)}.$$ 

for all $f \in D(M)$, and if there exists $b < \pi$ for which

$$\sup_{y \in \mathbb{R}} e^{-b|y|} \log M_j(y) < \infty, \quad j \in \{1, 2\},$$

(2.3)
then for $t \in (0, 1)$, and $p_t, q_t$ be defined by

$$\frac{1}{p_t} = \frac{1 - t}{p_0} + \frac{t}{p_1}, \quad \frac{1}{q_t} = \frac{1 - t}{q_0} + \frac{t}{q_1}$$

we have

$$\|T_t(f)\|_{L^p(N)} \leq M_t \|f\|_{L^p(M)}$$

for all $f \in D(M)$, where $M_t$ is a bounded constant that can be computed using the three circle theorem (a theorem in Complex Analysis).

We will be using Stein-Weiss analytic interpolation to prove results about spaces of Schwartz distributions. In general measure spaces, we have no derivatives, no Schwartz space, no $C^\infty$, etc. For our purposes, however, we will fix $M = N = \mathbb{R}^n$. Further, since in Stein-Weiss analytic interpolation we need the transformations $T_z$ to work on dense subspaces of our distribution spaces, we will replace $D(M), D(N)$ by

$$C_c^\infty(\mathbb{R}^n) = \{f \in C^\infty : f \text{ has compact support}\}.$$

In this context, we can replace equation (2.2) by

$$h(z) = \int_{\mathbb{R}^n} T_z(f)(x)g(x) \, d\omega(x), \quad (2.4)$$

where $d\omega(x)$ is some measure on $\mathbb{R}^n$. We will use the following corollary of Theorem F:

**Corollary 2.2.** Let $\{T_z\}$ be an admissible family and $z = x + iy$. If

$$\|T_{iy}(f)\|_{L^{p_0}(\mathbb{R}^n, d\omega)} \leq M_0(y) \|f\|_{L^{p_0}(\mathbb{R}^n, d\omega)}$$

$$\|T_{1+iy}(f)\|_{L^{p_1}(\mathbb{R}^n, d\omega)} \leq M_1(y) \|f\|_{L^{p_1}(\mathbb{R}^n, d\omega)}$$

for all $f \in C_c^\infty(\mathbb{R}^n)$, and there exists $b < \pi$ for which

$$\sup_{y \in \mathbb{R}} e^{-b|y|} \log M_j(y) < \infty, \quad j \in \{1, 2\}$$
then for \( t \in (0, 1) \), and \( p_t, q_t \) be defined by

\[
\frac{1}{p_t} = \frac{1}{p_0} + \frac{t}{p_1}, \quad \frac{1}{q_t} = \frac{1}{q_0} + \frac{t}{q_1}
\]

we have

\[
\|T_t(f)\|_{L^{p_t}(\mathbb{R}^n, d\omega)} \leq M_t \|f\|_{L^{p_t}(\mathbb{R}^n, d\omega)}
\]

for all \( f \in C_c^\infty(\mathbb{R}^n) \), where \( M_t \) is a bounded constant, and \( d\omega \) is some measure on \( \mathbb{R}^n \).

2.4.2 Marcinkiewisz Interpolation

\( T \) is called a quasilinear operator if there exists a constant \( C > 0 \) such that \( T \) satisfies

\[
|T(f + g)(x)| \leq C (|Tf(x)| + |Tg(x)|)
\]

for almost every \( x \). An operator \( T \) (possibly quasilinear) satisfying an estimate of the form

\[
\|Tf\|_{L^{p,q}} \leq C \|f\|_{L^p}
\]

is said to be of weak type \((p, q)\). An operator is simply of type \((p, q)\) if \( T \) is a bounded transformation from \( L^p \) to \( L^q \):

\[
\|Tf\|_{L^q} \leq C \|f\|_{L^p}.
\]

Now we are ready to recall the Marcinkiewicz interpolation theorem (see [27] for more details).

**Lemma 2.3** (Marcinkiewicz Interpolation). If \( T \) is a quasilinear operator of weak type \((p_0, q_0)\) and of weak type \((p_1, q_1)\) where \( q_0 \neq q_1 \), then for each \( \theta \in (0, 1) \), \( T \) is of type \((p, q)\), for \( p \) and \( q \) with \( p \leq q \) of the form

\[
\frac{1}{p} = \frac{1 - \theta}{p_0} + \frac{\theta}{p_1}, \quad \frac{1}{q} = \frac{1 - \theta}{q_0} + \frac{\theta}{q_1}.
\]
2.5 Herz Type Spaces

Many of the results we would like to obtain for higher dimensional Hardy spaces can be more easily obtained on a subspace, the so-called Herz-type Hardy space. Herz type spaces are important function spaces in harmonic analysis. Lu and Yang have made tremendous contributions on these spaces. Their book [20] (joint with Hu) is the unique research book on this topic.

For each $k \in \mathbb{Z}$, define

$$B_k = \{x \in \mathbb{R}^n : |x| \leq 2^k\}, \quad E_k = B_k \setminus B_{k-1}$$

and let $\chi_k$ denote the characteristic function of $E_k$.

**Definition 2.4** (Homogeneous Herz Space). Let $\alpha \in \mathbb{R}$, $0 < p, q < \infty$. The homogeneous Herz space $\dot{K}^{\alpha,p}_q(\mathbb{R}^n)$ is defined by

$$\dot{K}^{\alpha,p}_q = \left\{ f \in L^q_{\text{loc}}(\mathbb{R}^n \setminus \{0\}) : \|f\|_{\dot{K}^{\alpha,p}_q} < \infty \right\},$$

where

$$\|f\|_{\dot{K}^{\alpha,p}_q(\mathbb{R}^n)} = \left( \sum_{k=-\infty}^{\infty} 2^{k\alpha p} \|f\chi_k\|_{L^q(\mathbb{R}^n)}^p \right)^{\frac{1}{p}}.$$

**Definition 2.5** (Herz-type Hardy Space). Let $\alpha \in \mathbb{R}$, $0 < p < \infty$, $1 < q < \infty$. The homogeneous Herz-type Hardy space $H\dot{K}^{\alpha,p}_q(\mathbb{R}^n)$ is defined by

$$H\dot{K}^{\alpha,p}_q(\mathbb{R}^n) = \left\{ f \in S'(\mathbb{R}^n) : Gf \in \dot{K}^{\alpha,p}_q(\mathbb{R}^n) \right\},$$

where $Gf$ is the grand maximal function of $f$ and

$$\|f\|_{H\dot{K}^{\alpha,p}_q(\mathbb{R}^n)} = \|Gf\|_{\dot{K}^{\alpha,p}_q(\mathbb{R}^n)}.$$

Similar to the Hardy spaces, the space $H\dot{K}^{\alpha,p}_q$ can be decomposed into atoms.

**Definition 2.6** (Central Atom). Suppose $1 < q < \infty$, $n(1 - \frac{1}{q}) \leq \alpha < \infty$, and

$$s \geq \left[ \alpha + n\left(\frac{1}{q} - 1\right) \right].$$

A function $a(x)$ on $\mathbb{R}^n$ is said to be a central $(\alpha, q)$ atom if
(i) \( \text{supp } a \subset B(0, \rho) \),

(ii) \( \|a\|_{L^q(\mathbb{R}^n)} \leq |B(0, \rho)|^{\alpha/n} \),

(iii) \( \int_{\mathbb{R}^n} a(x)x^\beta \, dx = 0 \) for any multi-index \( \beta \) with \( |\beta| \leq s \).

It is known that, for \( 0 < p \leq \infty \), \( 1 < q < \infty \), and \( n(1 - \frac{1}{q}) \leq \alpha < \infty \), \( f \in H^q_{q,p}(\mathbb{R}^n) \)
if and only if there exist a sequence of numbers \( \{\lambda_k\} \in \ell^p \) and a sequence of central
\( (a, q) \) atoms \( \{a_k\} \) with the support in \( B_k \) such that

\[
f = \sum_{k=-\infty}^{\infty} \lambda_k a_k
\]
in \( S' \). Moreover,

\[
\|f\|_{H^q_{q,p}(\mathbb{R}^n)} \equiv \inf \left\{ \left( \sum_{k} |\lambda_k|^p \right)^{\frac{1}{p}} : f = \sum_{k} \lambda_k a_k \text{ is an atomic decomposition of } f \right\}.
\]

By the definition, it is not difficult to see

\[
\dot{K}^{\alpha,p}_q = L^p \text{ if } \alpha = 0 \text{ and } p \geq 1.
\]

When \( 0 < p \leq 1 \), and \( \alpha = n \frac{a}{p} + n \frac{a}{q} \), \( H^q_{q,p} \) is a subspace of \( H^p \).
CHAPTER 3
ONE DIMENSIONAL HAUSDORFF OPERATORS: THE CASE $0 < p < 1$

In this chapter, we obtain a boundedness result for Hausdorff operators

$$h_{\Phi}(f)(x) = \int_0^{\infty} \frac{\Phi(t)}{t} f\left(\frac{x}{t}\right) \, dt$$

on one-dimensional Hardy spaces $H^p$, $0 < p < 1$, which requires a relatively simple smoothness condition on the function $\Phi$. First, we recall the following result, due to Liflyand and Miyachi:

**Theorem B** ([14]). Let $0 < p < 1$ and $M = \left\lceil 1/p - 1/2 \right\rceil + 1$. If $\Phi \in C^M$ and its support is a compact set in $(0, \infty)$, then the Hausdorff operator $h_{\Phi}$ is bounded on $H^p(\mathbb{R})$.

Liflyand and Miyachi obtained further generalizations of Theorem B (Theorems C and D, see page 8), which imply the boundedness of the Cesàro operator $C_\alpha$ for all $\alpha, p > 0$. However, the main purpose of this chapter is to use a different method from those in [9] and [14] to obtain a new sufficient condition on $\Phi$ to ensure the $H^p(\mathbb{R})$ boundedness of $h_{\Phi}$. We will establish the following result.

**Theorem 3.1.** Let $\Phi$ be a Lebesgue integrable function. Denote $\phi(t) = \frac{\Phi(t)}{t}$ for $t > 0$, and $\phi(t) = 0$ for $t \leq 0$. Assume $0 < p < 1$ and $\alpha = \frac{1}{p} - 1$. If $\phi \in \Lambda_\alpha$ then

$$\|h_{\Phi}(f)\|_{H^p, \infty(\mathbb{R})} \leq \|f\|_{H^p(\mathbb{R})}.$$  

If there exists a small $\epsilon > 0$, such that $\alpha - \epsilon > 0$ and $\phi \in \Lambda_{\alpha+\epsilon} \cap \Lambda_{\alpha-\epsilon}$, then

$$\|h_{\Phi}(f)\|_{H^p(\mathbb{R})} \leq \|f\|_{H^p(\mathbb{R})}.$$  

Clearly, Theorem 3.1 is an improvement of Theorem B. But we should point out that the theorem is mutually independent to Theorems C and D. First, Theorems C and D do not imply Theorem 3.1, since Theorem 3.1 assumes less smoothness condition. On the other hand, although in Theorems C and D, $\Phi$ is assumed more
smoothness on the set \((0, a) \cup (a, \infty)\), \(\Phi\) is allowed to have very little smoothness at a single point \(a\). With this advantage, one easily sees that Theorems C and D imply the \(H^p(\mathbb{R})\) boundedness of the Cesàro operator \(C_\alpha\) for any \(a > 0\), while the \(H^p(\mathbb{R})\) boundedness of the Cesàro operator can not be deduced from Theorem 3.1 if \(\alpha < 1/p\).

**Proof of Theorem 3.1.** The Hardy space \(H^p\) is a distribution space when \(0 < p < 1\). However, it suffices to show the theorem for functions \(f\) in the space \(H^p \cap L^2\), since this space is dense in \(H^p\). Recall that the \(H^p\) space can be characterized by the Hilbert transform in the sense of

\[
\|f\|_{H^p} \approx \|\mathcal{R}f\|_{L^p} + \|f\|_{L^p}
\]

for all \(f \in H^p \cap L^2\). By Theorem 3 in [17],

\[
\mathcal{R} \circ \phi(f)(x) = \phi(\mathcal{R}f)(x) = \int_{-\infty}^{\infty} \frac{\Phi(x/t)}{t} (\mathcal{R}f \left( \frac{x}{t} \right)) dt.
\]

Changing variables \(\frac{1}{t} = v\), by the definition of \(\phi\), we have

\[
|\mathcal{R} \circ \phi(f)(x)| = \left| \int_{-\infty}^{\infty} \frac{\Phi(\frac{1}{v})}{v} (\mathcal{R}f \left( xv \right)) dv \right| = \left| \int_{-\infty}^{\infty} \phi(v) (\mathcal{R}f \left( xv \right)) dv \right|.
\]

Thus, by duality and scaling,

\[
|\mathcal{R} \circ \phi(f)(x)| \leq \phi_{\Lambda_\alpha} \|\mathcal{R}f(x)\|_{H^p} = |x|^{-1/p} \phi_{\Lambda_\alpha} \|\mathcal{R}f\|_{H^p} \leq |x|^{-1/p} \phi_{\Lambda_\alpha} \|f\|_{H^p},
\]

where the last inequality is true because the Hilbert transform is bounded on \(H^p\) for any \(p > 0\). Now, for any \(\lambda > 0\), it is easy to see that

\[
\left\{ x : |\mathcal{R} \circ \phi(f)(x)| > \lambda \right\} \leq \left\{ x \in \mathbb{R} : |x|^{-1/p} \phi_{\Lambda_\alpha} \|f\|_{H^p} > \lambda \right\}.
\]
This shows that for \( \alpha = \frac{1}{p} - 1 \),

\[
\| \mathcal{R}_p \circ h_\Phi(f) \|_{L^p,\infty} \leq \| f \|_{H^p}.
\]

Similarly we can show that

\[
\| h_\Phi(f) \|_{L^p,\infty} \leq \| f \|_{H^p}
\]

if \( \alpha = \frac{1}{p} - 1 \). These two inequalities imply, by the Hilbert transform characterization of \( H^{p,\infty} \), that

\[
\| h_\Phi(f) \|_{H^{p,\infty}(\mathbb{R})} \leq \| f \|_{H^p(\mathbb{R})}.
\]

Put

\[
p_1 = \frac{1}{\alpha + \epsilon + 1}, \quad p_2 = \frac{1}{\alpha - \epsilon + 1}.
\]

By the above weak \( H^p \) estimate, we have that for \( j = 1, 2 \),

\[
\| \mathcal{R}_p \circ h_\Phi(f) \|_{L^{p_j,\infty}(\mathbb{R})} \leq \| f \|_{H^{p_j}(\mathbb{R})},
\]

\[
\| h_\Phi(f) \|_{L^{p_j,\infty}(\mathbb{R})} \leq \| f \|_{H^{p_j}(\mathbb{R})}.
\]

Then it follows from the Marcinkiewicz interpolation theorem that,

\[
\| \mathcal{R}_p \circ h_\Phi(f) \|_{L^p(\mathbb{R})} \leq \| f \|_{H^p(\mathbb{R})},
\]

\[
\| h_\Phi(f) \|_{L^p(\mathbb{R})} \leq \| f \|_{H^p(\mathbb{R})}.
\]

Therefore, we have

\[
\| h_\Phi(f) \|_{H^p(\mathbb{R})} \simeq \| \mathcal{R}_p \circ h_\Phi(f) \|_{L^p(\mathbb{R})} + \| h_\Phi(f) \|_{L^p(\mathbb{R})} \leq \| f \|_{H^p(\mathbb{R})}.
\]

This completes the proof of Theorem 3.1. \( \square \)
We have the following corollary:

**Corollary 3.2.** Suppose \( \alpha > \frac{1}{p} - 1 \) and \( \alpha \) is a positive integer. Assume that \( \Phi \in C^\alpha \cap L^1 \) and satisfies

\[
\chi_{(1,\infty)}(t) |\Phi^{(k)}(t)| \leq t^{-2k-1-\alpha} \text{ for all } k = 0, 1, 2, \ldots, \alpha,
\]

\[
\chi_{(0,1)}(t) |\Phi^{(k)}(t)| \leq t^{-k-1} \text{ for all } k = 0, 1, 2, \ldots, \alpha.
\]

Then

\[
\|h\Phi(f)\|_{H^p(\mathbb{R})} \leq \|f\|_{H^p(\mathbb{R})}.
\]

**Proof.** It is easy to see that if \( t \leq 1 \),

\[
\left| \frac{d^\alpha}{dt^\alpha} \left( \frac{\Phi(\frac{1}{t})}{t} \right) \right| \leq \sum_{k=0}^{\alpha} \left| \Phi^{k}(\frac{1}{t}) \right| \frac{1}{t^{1+2k}} \leq 1;
\]

and if \( t > 1 \)

\[
\left| \frac{d^\alpha}{dt^\alpha} \left( \frac{\Phi(\frac{1}{t})}{t} \right) \right| \leq \sum_{k=0}^{\alpha} \left| \Phi^{k}(\frac{1}{t}) \right| \frac{1}{t^{\alpha+1}} \leq 1.
\]

Hence, the function \( \Phi \) satisfies the conditions of Theorem 3.1. \( \square \)

In the capacity of \( \Phi \) in Theorem 3.1, one may take a number of usual Fourier multipliers, for example, \( e^{\cdot|t|}, e^{-t^\alpha} \), which correspond to the Poisson and Gaussian kernels, respectively. It is also worthwhile to investigate the Riesz multiplier

\[
\Phi(t) = (1 - t^2)^\delta_+,
\]

where \( f(t)_+ \) is the function that is equal to 0 if \( f(t) \leq 0 \) and is equal to \( f(t) \) if \( f(t) > 0 \). It is easy to check that \( (1 - t^2)^\delta_+ \) satisfies the conditions in Theorem 1 if \( \delta > \frac{1}{p} - 1 \).

We observe that Stein, Taibleson and Weiss in [26] proved that the Bochner-Riesz operator \( B_\delta \ast f \) is bounded on \( H^p(\mathbb{R}^n) \) if \( \delta > \frac{n}{p} - \frac{n+1}{2} \), where

\[
(\widehat{B_\delta \ast f})(\xi) = (1 - |\xi|^2)^\delta_+ \widehat{f}(\xi).
\]

Therefore, when \( n = 1 \), our result matches the critical index obtained by Stein,
Taibleson and Weiss. With this observation, it will be very interesting to extend Theorem 3.1 to the higher dimensional Hausdorff operator. This generalization is the subject of Chapter 5.
CHAPTER 4

ONE DIMENSIONAL HAUSDORFF OPERATORS: THE CASE $p = 1$

4.1 Introduction

This chapter will show that, for $\Phi(t) \geq 0$, the Hausdorff operator $h_{\Phi}$ is bounded on the Hardy space $H^1(\mathbb{R})$ if and only if $\Phi$ is a Lebesgue integrable function; and $h_{\Phi}$ is bounded on the local Hardy space $h^1(\mathbb{R})$ if and only if the function $\Phi(t)\chi_{(0,1)}(t)\log(\frac{1}{t})$ is Lebesgue integrable. We also establish a weak type $H^1(\mathbb{R})$ boundedness theorem for $h_{\Phi}$. As an application, we conclude that the Hardy operator $H$ is not bounded on either $H^1(\mathbb{R})$ or $h^1(\mathbb{R})$, but it is bounded from $H^1(\mathbb{R})$ to the weak space $H^{1,\infty}(\mathbb{R})$. We also study the boundedness property for the $k$th order Hardy operator $H_{(k)}$ and fractional Hardy operator $H_{(k),\alpha}$ on spaces $H^p(\mathbb{R})$ for $k \geq \frac{1}{p} - 1 \geq 0$, $0 \leq \alpha < 1$.

One operator in particular will serve as a model of Hausdorff operators acting on $H^1(\mathbb{R})$. We begin with a discussion of the Hardy operator.

4.1.1 The Hardy Operator and its Generalizations

The Hardy operator $H$ is defined by

$$Hf(x) = \frac{1}{x} \int_{0}^{x} f(t) \, dt.$$  

It is known that the operator $H$ is bounded on $L^p(\mathbb{R})$, for all $1 < p \leq \infty$ with the best bound constant $\frac{p}{p-1}$ (or 1 for $p = \infty$), and $H$ is not bounded on $L^1(\mathbb{R})$ (see [2], also [7]). It is also known that some important operators are bounded on $H^1(\mathbb{R})$ but not on $L^1(\mathbb{R})$. Thus a natural question is whether the Hardy operator is bounded on $H^1(\mathbb{R})$.

After a changing of variables, we have

$$Hf(x) = \int_{0}^{x} \frac{\chi_{(1,x)}(t)}{t} t^{-1} f\left(\frac{x}{t}\right) \, dt.$$
Thus, $\mathcal{H}$ is a Hausdorff operator with $\Phi = \frac{\chi_{(1,\infty)}(t)}{t}$.

Two generalizations of the Hardy operator will also be of interest: the $k$th Hardy operator $\mathcal{H}(k)$ ($k = 0, 1, 2, \ldots$)

$$\mathcal{H}(k)(f)(x) = \frac{1}{x^{k+1}} \int_0^x t^k f(t) \, dt = \int_1^x \frac{1}{t^{k+2}} f\left(\frac{x}{t}\right) \, dt$$

and the $k$th fractional Hardy operator $\mathcal{H}(k,\alpha)$ ($k = 0, 1, 2, \ldots$, $0 \leq \alpha < 1$)

$$\mathcal{H}(k,\alpha)(f)(x) = \frac{1}{x^{k+1-\alpha}} \int_0^x t^k f(t) \, dt.$$ 

It is easy to see that $\mathcal{H}(0) = \mathcal{H}$ and $\mathcal{H}(k,0) = \mathcal{H}(k)$.

4.1.2 A Lemma in Local Hardy Spaces

Recall from that the local Hardy space $h^1$ is characterized by decomposition into atoms and big blocks. In order to demonstrate a bound on Hausdorff operators on $h^1$, it is useful to establish bounds on the $h^1$ norm of both big and small blocks.

A simple computation shows (or see [6])

$$\|B\|_{h^1} \leq 1$$

uniformly for all big $(p,q)$ blocks $B$. For small blocks, we have the following estimate.

**Lemma 4.1.** For a small $(1,q)$ block $b$ with support in $(x_0 - r, x_0 + r)$, we have

$$\|b\|_{h^1} \leq 1 + \log \frac{1}{r}$$

uniformly on $r$ and $x_0$.

**Proof.** By a change of variables, we may assume that the support of $b$ is in the interval $(-r,r)$. Let $B(u) = rb(ru)$. It is easy to see that $\text{supp} \, B(u) \subseteq (-1,1)$ and (after a simple computation) $\|B\|_{L^q} \leq 1$; so $B(u)$ is a big $(1,q)$-block. Choose $\Psi(y) = e^{-|y|^2}$
in the definition of \( h^1(\mathbb{R}) \). We have

\[
\|b\|_{h^1(\mathbb{R})} = \int \sup_{0 < s \leq 1} \left| \int \Psi_s(x - u) b(u) \, du \right| \, dx \\
= \int \sup_{0 < s \leq 1} \left| \int \Psi_s(x - ru) rb(ru) \, du \right| \, dx \\
= \int \sup_{0 < s \leq 1} r \left| \int \Psi_s(r(x - u)) B(u) \, du \right| \, dx \\
= \int \sup_{0 < s \leq 1} \left| \int \frac{1}{s/r} \Psi\left( \frac{x - u}{s/r} \right) B(u) \, du \right| \, dx \\
= \int \sup_{0 < s \leq \frac{1}{r}} \left| \int \Psi_s(x - u) B(u) \, du \right| \, dx \\
= \int \sup_{0 < s \leq \frac{1}{r}} |\Psi_s * B(x)| \, dx.
\]

Let

\[
N = \left\lceil \log_2 \frac{1}{r} \right\rceil + 1,
\]

then (recalling that \( \frac{1}{r} > 1 \))

\[
\sup_{0 < s \leq \frac{1}{r}} |\Psi_s * B(x)| \leq \sup_{0 < s \leq 1} |\Psi_s * B(x)| + \sum_{k=0}^{N} \sup_{2^k < s \leq 2^{k+1}} |\Psi_s * B(x)|
\]

\[
\leq \sup_{0 < s \leq 1} |\Psi_s * B(x)| + \sum_{k=0}^{N} \sup_{2^k < s \leq 2^{k+1}} |\Psi_s| * |B(x)|,
\]

\[
\leq \sup_{0 < s \leq 1} |\Psi_s * B(x)| + \sum_{k=0}^{N} (\Psi_k * |B|)(x)
\]

where

\[
\Psi_k(u) = \frac{1}{2^k} \Psi\left( \frac{u}{2^k+1} \right).
\]

This gives

\[
\int \sup_{0 < s \leq \frac{1}{r}} |\Psi_s * B(x)| \, dx \leq \left( \sup_{0 < s \leq 1} |\Psi_s * B|_{L^1(\mathbb{R})} \right) + \sum_{k=0}^{N} \left( \Psi_k * |B|_{L^1(\mathbb{R})} \right).
\]

It is easy to check that there is a constant \( C \) independent of \( k \) such that

\[
\left\| \Psi_k * |B| \right\|_{L^1(\mathbb{R})} \leq C \left\| B \right\|_{L^1(\mathbb{R})} \leq C.
\]
Hence,

\[ \|b\|_{h^1(\mathbb{R})} \lesssim N \|B\|_{L^1} + \|B\|_{h^1(\mathbb{R})} \lesssim 1 + \log_2 \frac{1}{r}. \]

\[ \Box \]

4.2 Necessary and Sufficient Conditions for \( H^1 \) Boundedness

In [15, 18], Liflyand and Móricz proved that the Hausdorff operator has the same behavior on the Hardy space \( H^1(\mathbb{R}) \) as that in the Lebesgue space \( L^1(\mathbb{R}) \), in the following sense:

**Theorem G ([15]).** If \( \Phi \in L^1(0, \infty) \), then \( h_\Phi \) is bounded on \( H^1(\mathbb{R}) \).

Motivated by the known \( L^p \) results, our first aim is to show that \( \Phi \in L^1(0, \infty) \) is also a necessity condition in Theorem G, if \( \Phi \) is nonnegative valued. Precisely, we establish the following result.

**Theorem 4.2.** Let \( \Phi \) be a nonnegative valued locally integrable function.

1. \( h_\Phi \) is bounded on \( H^1(\mathbb{R}) \) if and only if \( \Phi \in L^1(0, \infty) \).

2. \( h_\Phi \) is bounded on the local Hardy space \( h^1(\mathbb{R}) \) if and only if

\[ \int_1^\infty \Phi(t) \, dt + \int_0^1 \Phi(t) \left( 1 + \log\left(\frac{1}{t}\right) \right) \, dt < \infty. \]

*Proof of Part 1.* To prove the first part of the theorem, by Theorem G, it suffices to show the only if part. Suppose \( \Phi \notin L^1(0, \infty) \), we use the atomic characterization of the space \( H^1 \). Let \( b \) be a \( C^\infty \) odd function with support on \([-1, 1]\) which satisfies

\[ b(x) = \frac{1}{2} \text{ for } x \in \left[ \frac{1}{4}, \frac{1}{2} \right], \text{ and } \frac{1}{2} \geq b(x) \geq 0 \text{ for } x \in [0, 1]. \]

Then \( b \) is a \((1, \infty, 0)\) atom. Thus, \( b \in H^1 \). Let \( a = -\mathcal{R}(b) \). Recalling that \( -\mathcal{R}^2 = \text{Id} \) and that the Hilbert transform is bounded on \( H^1 \), we know \( a \in H^1 \) and \( b = \mathcal{R}(a) \).
Now
\[
\| h_{\Phi}(a) \|_{H^1(\mathbb{R})} \geq \| \mathcal{R} h_{\Phi}(a) \|_{L^1(\mathbb{R})}
\]
\[
= \left\| \int_{0}^{\infty} \frac{\Phi(t)}{t} \mathcal{R} a\left(\frac{x}{t}\right) \, dt \right\|_{L^1(\mathbb{R}, dx)}
\]
\[
= \left\| \int_{0}^{\infty} \frac{\Phi(t)}{t} b\left(\frac{x}{t}\right) \, dt \right\|_{L^1(\mathbb{R}, dx)}.
\]

The last equality holds because the Hilbert transform commutes with the dilation \( \frac{1}{t} \).

So,
\[
\| h_{\Phi}(a) \|_{H^1(\mathbb{R})} \geq \int_{0}^{\infty} \left| \int_{0}^{\infty} \frac{\Phi(t)}{t} b\left(\frac{x}{t}\right) \, dt \right| \, dx
\]
\[
= \int_{0}^{\infty} \Phi(t) \, dt \int_{0}^{\infty} b(x) \, dx = \infty.
\]

If \( h_{\Phi} \) were bounded on \( H^1 \), it could be
\[
\| h_{\Phi}(a) \|_{H^1(\mathbb{R})} \leq \| a \|_{H^1} \leq 1,
\]

which leads to a contradiction. \( \square \)

**Proof of Part 2.** To show the second part, we first show sufficiency. For any \( f \in h^1(\mathbb{R}) \), we may write
\[
f(x) = \sum_{j} \lambda_j a_j(x) + \sum_{j} \mu_j B_j(x)
\]
where each \( a_j \) is a \((1, \infty, 0)\) atom and each \( B_j \) is a big \((1, \infty)\) block, and
\[
\sum_{j} (|\lambda_j| + |\mu_j|) \leq \| f \|_{h^1(\mathbb{R})}.
\]

By the Minkowski inequality,
\[
\| h_{\Phi}(f) \|_{h^1(\mathbb{R})} \leq \sum_{j} |\lambda_j| \| h_{\Phi}(a_j) \|_{h^1(\mathbb{R})} + \sum_{j} |\mu_j| \| h_{\Phi}(B_j) \|_{h^1(\mathbb{R})}.
\]

Since
\[
\frac{a_j(\xi)}{t} = A_j(x)
\]
is again a $(1, \infty, 0)$ atom, by the Minkowski inequality
\[ \| h_\Phi(a_j) \|_{h^1(\mathbb{R})} \leq \int_0^\infty \Phi(t) \| A_j \|_{h^1(\mathbb{R})} \, dt \leq \int_0^\infty \Phi(t) \, dt. \]

Similarly,
\[ \| h_\Phi(B_j) \|_{h^1(\mathbb{R})} \leq \int_0^1 \Phi(t) \left\| \frac{1}{t} B_j(\frac{\cdot}{t}) \right\|_{h^1(\mathbb{R})} \, dt + \int_1^\infty \Phi(t) \left( \frac{1}{t} B_j(\frac{\cdot}{t}) \right)_{h^1(\mathbb{R})} \, dt. \]

Note that $\frac{1}{t} B_j(\frac{\cdot}{t})$ is again a big $(1, \infty)$ block if $t \geq 1$, and it may become a small $(1, \infty)$ block when $t < 1$. Thus, by Lemma 4.1 we have
\[ \| h_\Phi(B_j) \|_{h^1(\mathbb{R})} \leq \int_0^1 \Phi(t)(1 + \log_2(\frac{1}{t})) \, dt + \int_1^\infty \Phi(t) \, dt. \]

Combining all estimates, we obtain
\[ \| h_\Phi(f) \|_{h^1(\mathbb{R})} \leq C \| f \|_{h^1(\mathbb{R})}, \]

where
\[ C = \int_0^1 \Phi(t)(1 + \log_2(\frac{1}{t})) \, dt + \int_1^\infty \Phi(t) \, dt. \]

Conversely, suppose
\[ \int_0^1 \Phi(t)(1 + \log_2(\frac{1}{t})) \, dt = \infty. \]

Let $\Psi_s(x) = \frac{1}{s} e^{-\frac{x^2}{2s^2}}$ and $B(y) = \chi_{[0, \frac{1}{2}]}(y)$. Then $B(y)$ is a big $(1, \infty)$ block. We have
\[ \int_{\mathbb{R}} \sup_{0 < s \leq 1} | \Psi_s * h_\Phi(B)(x) | \, dx \geq \int_0^1 \sup_{0 < s \leq 1} | \Psi_s * h_\Phi(B)(x) | \, dx \geq \int_0^1 | \Psi_x * h_\Phi(B)(x) | \, dx. \]

Here
\[ | \Psi_x * h_\Phi(B)(x) | = \int_0^\infty \frac{\Phi(t)}{t} \int_{\mathbb{R}} \frac{1}{x} e^{-\frac{(x-y)^2}{x}} B\left(\frac{y}{t}\right) \, dy \, dt \]
\[ \geq \int_0^1 \frac{\Phi(t)}{t} \int_0^t \frac{1}{x} e^{-\frac{(x-y)^2}{x}} \, dy \, dt. \]
Thus
\[
\int \sup_{0 < s \leq 1} |\Psi_s \ast h_{\Phi}(B)(x)| \, dx \geq \int_0^1 \int_0^1 \frac{\Phi(t)}{t} \int_0^t \frac{1}{x} e^{-\frac{(x-y)^2}{x}} \, dy \, dt \, dx \\
\geq \int_0^1 \Phi(t) \left( \int_0^t \frac{1}{x} e^{-\frac{(x-y)^2}{x}} \, dx \right) \, dt \\
\geq e^{-4} \int_0^1 \Phi(t) \left( \int_0^t \frac{1}{x} \, dx \right) \, dt \\
\geq -\frac{e^{-4}}{4} \int_0^1 \Phi(t) \log_2(t) \, dt = \infty.
\]

On the other hand, if \(h_{\Phi}(f)\) were bounded on \(h^1(\mathbb{R})\), it would be
\[
\int \sup_{0 < s \leq 1} |\Psi_s \ast h_{\Phi}(B)(x)| \, dx = \|h_{\Phi}(B)\|_{h^1(\mathbb{R})} \leq \|B\|_{h^1(\mathbb{R})} \leq 1,
\]
which leads to a contradiction. Next, assume
\[
\int_1^\infty \Phi(t) \, dt = \infty,
\]
and let \(B\) be as before. We have
\[
\int \sup_{0 < s \leq 1} |\Psi_s \ast h_{\Phi}(B)(x)| \, dx \geq \int \sup_{\mathbb{R}} |\Psi_1 \ast h_{\Phi}(B)(x)| \, dx \\
\geq \int_1^{\infty} \frac{\Phi(t)}{t} \int_0^t \left( \int_{\mathbb{R}} e^{-(x-y)^2} \, dx \right) \, dy \, dt \\
\geq \int_1^{\infty} \Phi(t) \, dt = \infty,
\]
so again \(h_{\Phi}\) is unbounded.

Our second aim is to establish conditions for \(H^1(\mathbb{R}) \to H^{1,\infty}(\mathbb{R})\) boundedness. To do this, we use an approach similar to that in Chapter 3. We rewrite the Hausdorff operator as
\[
h_{\Phi}f(x) = \int_{-\infty}^{\infty} \frac{\Phi_0(t)}{t} f \left( \frac{x}{t} \right) \, dt,
\]
where \(\Phi_0(t)\) is a function that is equal to \(\Phi\) on \((0, \infty)\) and is equal to 0 on \((-\infty, 0)\).
Denote 
\[ \phi(t) = \frac{\Phi_0(\frac{1}{t})}{t}, \]

Then we have the following result:

**Theorem 4.3.** Let \( \phi(t) = t^{-1}\Phi_0(t) \). Suppose \( \phi \in \text{BMO}(\mathbb{R}) \). Then \( h_\phi \) extends to a bounded operator from \( H^1(\mathbb{R}) \) to \( H^{1,\infty}(\mathbb{R}) \).

**Proof.** It suffices to show the theorem for functions \( f \) in the space \( H^1 \cap L^2 \), since this space is dense in \( H^1 \).

By Theorem 3 in [17],
\[ \mathcal{R} \circ h_\phi(f)(x) = h_\phi(\mathcal{R}f)(x) = \int_{-\infty}^{\infty} \frac{\Phi_0(t)}{t} (\mathcal{R}f)(\frac{x}{t}) \, dt. \]

Changing variables \( \frac{1}{t} = v \), we have
\[ |\mathcal{R} \circ h_\phi(f)(x)| = \left| \int_{-\infty}^{\infty} \frac{\Phi_0(\frac{1}{v})}{v} (\mathcal{R}f)(xv) \, dv \right| = \left| \int_{-\infty}^{\infty} \phi(v)(\mathcal{R}f)(xv) \, dv \right|. \]

Thus, by duality and scaling,
\[ |\mathcal{R} \circ h_\phi(f)(x)| \leq \| \phi \|_{\text{BMO}} \| (\mathcal{R}f)(x \cdot) \|_{H^1} \]
\[ = |x|^{-1} \| \phi \|_{\text{BMO}} \| (\mathcal{R}f) \|_{H^1} \]
\[ \leq |x|^{-1} \| \phi \|_{\text{BMO}} \| f \|_{H^1}. \]

The last inequality is because that the Hilbert transform is bounded on \( H^1 \). Note, for any \( \lambda > 0 \), it is easy to see that
\[ | \{ x \in \mathbb{R} : |\mathcal{R} \circ h_\phi(f)(x)| > \lambda \} | \]
\[ \leq | \{ x \in \mathbb{R} : |x|^{-1} \| \phi \|_{\text{BMO}} \| f \|_{H^1} > \lambda \} | \]
\[ = \left| \left\{ x \in \mathbb{R} : |x| \leq \frac{\| \phi \|_{\text{BMO}} \| f \|_{H^1}}{\lambda} \right\} \right| \]
\[ \leq \frac{\| \phi \|_{\text{BMO}} \| f \|_{H^1}}{\lambda}. \]
So by the definition,

$$\|R \circ h_\Phi(f)\|_{L^1,\infty} \leq \|\phi\|_{\text{BMO}} \|f\|_{H^1}.$$ 

Similarly, we can show

$$\|h_\Phi(f)\|_{L^1,\infty} \leq \|\phi\|_{\text{BMO}} \|f\|_{H^1}.$$ 

These two inequalities imply

$$\|h_\Phi(f)\|_{H^1,\infty} \leq \|f\|_{H^1(\mathbb{R})}.$$ 

4.3 **Boundedness of the Hardy Operator Near $H^1$**

So far we have considered Hardy spaces defined on the whole real line $\mathbb{R}$. If we wish to consider a Hardy space only on the half line $\mathbb{R}_+ = (0, \infty)$, we might use the atomic Hardy space $H^1_A(\mathbb{R}_+)$ studied by Coifman and Weiss (see [4]).

The space $\mathbb{R}_+ = (0, \infty)$ is a space of homogeneous type. Based on the study by Coifman and Weiss [4], we consider the atomic Hardy space $H^1_A(\mathbb{R}_+)$. Applying the definition of a $(1, \infty, 0)$ atom $a(x)$ (or 1-atom, for the sake of brevity) to the current case, we obtain

**Support Condition**

$$\text{supp} (a) \subset (\alpha, \beta) \subset (0, \infty).$$

**Cancellation Condition**

$$\int_{\mathbb{R}_+} a(y) \, dy = 0.$$  

**Size Condition**

$$\|a\|_{L^\infty} \leq (\beta - \alpha)^{-1}.$$  

The space $H^1_A(\mathbb{R}_+)$ is the collection of all $f \in L^1(\mathbb{R}_+)$ such that

$$f(x) = \sum \lambda_j a_j(x),$$
where each \( a_j \) is a 1-atom and \( \{ \lambda_j \} \in \ell^1 \). We define

\[
\| f \|_{H^1_A(\mathbb{R}_+)} = \inf \left\{ \sum |\lambda_j| : f(x) = \sum \lambda_j a_j(x) \right\}.
\]

It is a little surprising to note that the Hardy operator \( \mathcal{H} \) is bounded on \( H^1_A(\mathbb{R}_+) \).

**Theorem 4.4.** For the Hardy operator \( \mathcal{H} \)

\[
\| \mathcal{H}(f) \|_{H^1_A(\mathbb{R}_+)} \leq \| f \|_{H^1_A(\mathbb{R}_+)}. 
\]

**Proof.** We need only show that, for any 1-atom \( a \), \( \mathcal{H}(a) \) is also a 1-atom. We proceed by showing that \( \mathcal{H}(a) \) satisfies the three conditions.

**Support Condition**

Suppose \( a \) has support in \( (\alpha, \beta) \). We show that if \( x \notin (\alpha, \beta) \), then \( \mathcal{H}(a)(x) = 0 \), so \( \text{supp}(\mathcal{H}(a)) \subseteq (\alpha, \beta) \). Recall

\[
\mathcal{H}(a)(x) = \frac{1}{x} \int_0^x a(t) \, dt.
\]

Now, if \( x \leq \alpha \), then \( a(t) = 0 \) for all \( t \in (0, x) \), so \( \mathcal{H}(a)(x) = \frac{1}{x} \int_0^x a(t) \, dt = 0 \).

On the other hand, if \( x \geq \beta \), then \( a(t) = 0 \) for \( t > x \), and so

\[
\mathcal{H}(a)(x) = \frac{1}{x} \int_0^x a(t) \, dt
= \frac{1}{x} \int_0^\beta a(t) \, dt = 0
\]

with the last equality holding by the cancellation condition.

**Size Condition**

This is easily seen by a computation.

\[
\| \mathcal{H}(a) \|_{L^\infty} \leq \frac{1}{x} \int_0^x \| a \|_{L^\infty} \, dy = \| a \|_{L^\infty} \leq \frac{1}{\beta - \alpha}.
\]

**Cancellation Condition**

An easy computation with the support condition on \( \mathcal{H}(a) \) gives

\[
\int_0^x \mathcal{H}(a)(x) \, dx = \int_\alpha^\beta \int_1^\infty \frac{1}{t^2} a \left( \frac{x}{t} \right) \, dt \, dx.
\]
Since the above double integral is well defined, by the Fubini theorem we obtain
\[
\int_0^\infty \mathcal{H}(a)(x) \, dx = \int_1^\infty \frac{1}{t^2} \int_0^\infty a\left(\frac{x}{t}\right) \, dx \, dt
\]
\[
= \lim_{N \to \infty} \int_1^N \frac{1}{t^2} \int_0^\infty a\left(\frac{x}{t}\right) \, dx \, dt
\]
\[
= \lim_{N \to \infty} \int_1^N \frac{1}{t} \left( \int_0^\infty a(x) \, dx \right) \, dt = 0.
\]
Thus \( \mathcal{H}(a) \) is a 1-atom, and so for \( f \in H^1_\Lambda(0, \infty) \),
\[
\mathcal{H}(f) = \mathcal{H} \left( \sum \lambda_j a_j(x) \right) = \sum \lambda_j \mathcal{H}(a_j)(x)
\]
expresses \( \mathcal{H}(f) \) as a sum of atoms, and so
\[
\| \mathcal{H}(f) \|_{H^1_\Lambda(0, \infty)} \leq \sum |\lambda_j| = \| f \|_{H^1_\Lambda(0, \infty)}
\]
which is the desired bound.

In [5], García-Cuerva, and Rubio De Francia discuss a connection between \( H^1_\Lambda(\mathbb{R}_+) \) and even elements of \( H^1(\mathbb{R}) \) (see [5, lemmas 7.39 and 7.40] especially.) This suggests that the following result is a corollary to Theorem 4.4, and indeed, this is what we see.

**Corollary 4.5.** Let
\[
f_e(x) = \frac{1}{2} \{ f(x) + f(-x) \}
\]
be the even part of \( f \). If \( f \in H^1 \), then we have
\[
\| \mathcal{H}(f_e) \|_{H^1} \leq \| f \|_{H^1}.
\]
Particularly, we have
\[
\| \mathcal{H}(f) \|_{H^1} \leq \| f \|_{H^1},
\]
for all even functions \( f \in H^1 \).
Proof. We write

\[ f(x) = \sum \lambda_j a_j(x) \]

with each \( a_j \) being a \((1, \infty, 0)\) atom and

\[ \sum |\lambda_j| \leq \|f\|_{L^1} . \]

As in the proof of Lemma 7.39 on page 353 in [5], we may write

\[ f_\epsilon(x) = \sum \lambda_j A_j(x) \]

where

\[ A_j(x) = \frac{a_j(x) + a_j(-x)}{2} . \]

If \( a_j(x) \) has support in \([0, \infty)\), then \( a_j^-(x) = a_j(-x) \) has support in \((-\infty, 0]\). Following the proof of Theorem 4.4, we know both \( \mathcal{H}(a_j) \) and \( \mathcal{H}(a_j^-) \) are \((1, \infty, 0)\) atoms so that

\[ \|\mathcal{H}(A_j)\|_{L^1} \leq 1 . \]

If 0 is interior to the interval-support \((\alpha_j, \beta_j)\) of \( a_j \), then without loss of generality, we assume \( \beta_j > |\alpha_j| \). Thus \( A_j \) is supported in the interval \((-\beta_j, \beta_j)\), and

\[ \frac{\beta_j - \alpha_j}{2} \leq \beta_j \leq \beta_j - \alpha_j . \]

On the other hand, since \( A_j \) is an even function, with the cancellation condition we have

\[ 0 = \int_{-\beta_j}^{\beta_j} A_j(x) \, dx = 2 \int_0^{\beta_j} A_j(x) \, dx = 2 \int_{-\beta_j}^0 A_j(x) \, dx . \]

This indicates that, without loss of generality, both \( \chi_{(0, \infty)}(x)A_j(x) \) and \( \chi_{(-\infty, 0)}(x)A_j(x) \) are \((1, \infty, 0)\) atoms. Thus, again we have

\[ \|\mathcal{H}(A_j)\|_{L^1} \leq \|\mathcal{H}(\chi_{(-\infty, 0)}A_j)\|_{L^1} + \|\mathcal{H}(\chi_{(0, \infty)}A_j)\|_{L^1} \leq 1 . \]
This completes the proof. \hfill \Box

**Corollary 4.6.** The Hardy operator $\mathcal{H}$ has the following properties

(1) $\mathcal{H}$ is not bounded on $H^1(\mathbb{R})$.

(2) $\mathcal{H}$ is not bounded on $h^1(\mathbb{R})$.

(3) $\mathcal{H}$ is bounded from $H^1(\mathbb{R})$ to $H^{1,\infty}(\mathbb{R})$.

(4) $\mathcal{H}$ is bounded on $H^{1,1}_{\lambda}(0, \infty)$.

**Proof.** Recalling that $\mathcal{H} = h_\Phi$ with $\Phi = \frac{\chi_{(1, \infty)}(t)}{t}$, and noting that $\Phi \notin L^1(0, \infty)$, we see parts (1) and (2) from Theorem 4.2. However, noting that in this case $\phi(t) = \chi_{(0,1)}(t) \in \text{BMO}$, Theorem 4.3 gives part (3). Part (4) is the result in Theorem 4.4, above. \hfill \Box

### 4.4 Generalizations of the Hardy Operator $(0 < p < 1)$

We now turn to the $k$th order Hardy operator

$$
\mathcal{H}_{(k)}(f)(x) = \frac{1}{x^{k+1}} \int_0^x t^k f(t) \, dt.
$$

**Theorem 4.7.** Let $0 < p < 1$.

(1) $\mathcal{H}_{(k)}$ is bounded from $H^p(\mathbb{R})$ to $H^{p,\infty}(\mathbb{R})$ if $k = \frac{1}{p} - 1$.

(2) $\mathcal{H}_{(k)}$ is bounded on $H^p(\mathbb{R})$ if $k > \frac{1}{p} - 1$.

**Proof.** We begin by showing the first part. Then, with the easy fact that $\mathcal{H}_{(k)}$ is weakly bounded on $H^1$ (by Theorem 4.3), we complete the proof of the theorem by using an interpolation argument.

Choose $p$ such that $\frac{1}{p} - 1 = k$. It suffices to show that $\|\mathcal{H}_{(k)}(f)\|_{H^{p,\infty}} \leq \|f\|_{H^p}$ for $f \in H^p \cap L^2$, since $H^p \cap L^2$ is dense in $H^p$. Using the Hilbert transform, we can show this by showing

$$
\|\mathcal{R} \circ \mathcal{H}_{(k)}(f)\|_{L^{p,\infty}} + \|\mathcal{H}_{(k)}(f)\|_{L^{p,\infty}} \leq \|f\|_{H^p}.
$$
We show \( \| R \circ H_k(f) \|_{L^p, \infty} \leq \| f \|_{H^p} \); the proof that \( \| H_k(f) \|_{L^p, \infty} \leq \| f \|_{H^p} \) is the same.

As in the proof of Theorem 4.3, the Hilbert Transform satisfies

\[
R \circ H_k(f)(x) = H_k(Rf)(x) = \int_1^\infty \frac{1}{t^{k+2}} (Rf)(\frac{x}{t}) \, dt.
\]

For any \( f \in H^p(\mathbb{R}) \), \( Rf \in H^p \) since the Hilbert transform is bounded on \( H^p \). Thus, we have an atomic decomposition

\[
Rf = \sum_j \lambda_j a_j,
\]

where each \( a_j \) is a \((p, \infty, k)\) atom and

\[
\sum |\lambda_j|^p \cong \| Rf \|_{H^p}^p.
\]

Hence

\[
R \circ H_k(f) = \sum_{j \in \mathbb{Z}} \lambda_j \int_1^\infty \frac{1}{t^{k+2}} a_j(\frac{\cdot}{t}) \, dt = \sum \lambda_j H_k(a_j),
\]

and therefore,

\[
\| R \circ H_k(f) \|_{L^p, \infty}^p = \left\| \sum \lambda_j H_k(a_j) \right\|_{L^p, \infty}^p.
\]

By [26, Lemma 1.8], showing that

\[
\left\| \sum \lambda_j H_k(a_j) \right\|_{L^p, \infty}^p \leq \sum |\lambda_j|^p
\]

is equivalent to show that

\[
\| H_k(a_j) \|_{L^p, \infty}^p \leq 1
\]

for any \((p, \infty, k)\)-atom \( a_j \). Since \( \sum |\lambda_j|^p \cong \| Rf \|_{H^p}^p \leq \| f \|_{H^p}^p \), this will give the desired result.

If \( a_j \) is a \((p, \infty, k)\) atom with support in \((\alpha_j, \beta_j) \subset (0, \infty)\) or \((\alpha_j, \beta_j) \subset (-\infty, 0)\), then by a method similar to that in the proof of Theorem 4.4, it easy to see that
$\mathcal{H}(k)(a_j)$ is again a $(p, \infty, k)$ atom with support in $(\alpha_j, \beta_j)$. Thus, we have

$$\|\mathcal{H}(k)(a_j)\|_{H^p, \infty} \leq \|\mathcal{H}(k)(a_j)\|_{H^p} \leq 1$$

uniformly on $j \in \mathbb{Z}$.

If the support of a $(p, \infty, k)$ atom $a_j$ contains the origin, without loss of generality, we may assume

$$\text{supp} (a_j) \subset (-r_j, r_j)$$

and

$$\|a_j\|_{L^\infty} \leq r_j^{-\frac{1}{p}}.$$

For each fixed $x \neq 0$, the support of $a_j(tx)$ is in $(-\frac{r_j}{|x|}, \frac{r_j}{|x|})$. Write

$$\mathcal{H}(k)(a_j)(x) = \frac{1}{|x|^\frac{1}{p}} \int_{-\infty}^{\infty} \chi_{(0,1)}(t) \left( |x|^\frac{1}{p} t^k \chi_{(-\frac{r_j}{|x|}, \frac{r_j}{|x|})}(t)a_j(tx) \right) dt.$$

We now claim that, for $x \neq 0$, the function

$$A_{j,x}(t) = |x|^\frac{1}{p} t^k \chi_{(-\frac{r_j}{|x|}, \frac{r_j}{|x|})}(t)a_j(tx)$$

is a $(1, \infty, 0)$ atom supported in the interval $(-\frac{r_j}{|x|}, \frac{r_j}{|x|})$. In fact, the support condition is obvious from the definition. Also,

$$\int_{-\infty}^{\infty} A_{j,x}(t) \ dt \equiv \int_{-r_j}^{r_j} t^k a_j(t) \ dt = 0,$$

by the cancellation condition on $a_j$, and

$$\|A_{j,x}\|_{L^\infty} \leq \|a\|_{L^\infty} \left| \frac{r_j}{x} \right|^k |x|^\frac{1}{p} \leq \left| \frac{x}{r_j} \right|^\frac{1}{p}.$$

This shows that $A_{j,x}$ also satisfies the cancellation and size conditions. Thus, by the duality,

$$|\mathcal{H}(k)(a_j)(x)| \leq \frac{1}{|x|^\frac{1}{p}} \|\chi_{(0,1)}\|_{\text{BMO}} \|A_{j,x}\|_{H^1} \leq \frac{1}{|x|^\frac{1}{p}}.$$
uniformly on \( j \) and \( x \in \mathbb{R} \setminus \{0\} \). Following the proof of Theorem 4.3 we obtain that, for any \( \lambda > 0 \),

\[
\left| \left\{ x : |H_{(k)}(a_j)(x)| > \lambda \right\} \right| \leq \frac{1}{\lambda^p}.
\]

Thus, by the same proof as in Theorem 4.3, we obtain that

\[
\|H_{(k)}(a_j)(x)\|_{L^p, \infty} \leq 1.
\]

as desired.

Now we show part (2). Given \( k, 0 < p < 1 \) such that \( k > \frac{1}{p} - 1 \), we fix \( p_0 \) such that \( k = \frac{1}{p_0} - 1 \). Then \( p_0 < p < 1 \). The above argument shows that \( H_k \) is weakly bounded on \( H^{p_0} \), and Theorem 4.3 shows that \( H_k \) is weakly bounded on \( H^1 \). Thus by the Marcinkiewicz interpolation, we obtain the result in part (2).

\[\square\]

Remark 4.8. The first part of Theorem 4.7 can also be proved by using the result in [14].

This result can be further generalized to the \( k \)th order fractional Hardy operators

\[ H_{(k), \alpha}(f)(x) = \frac{1}{x^{k+1-\alpha}} \int_0^x t^k f(t) \, dt, \quad 0 \leq \alpha < 1. \]

We first establish an easy \( L^p \to L^q \) estimate.

**Lemma 4.9.** Choose \( q \) so that \( \frac{1}{p} - \alpha = \frac{1}{q} \).

(1) For \( 1 \leq p < \infty \), \( \|H_{(k), \alpha}(f)\|_{L^q, \infty} \leq \|f\|_{L^p} \).

(2) For \( 1 < p < \infty \), \( \|H_{(k), \alpha}(f)\|_{L^q} \leq \|f\|_{L^p} \).

**Proof.** Clearly, we only need to show the weak boundedness. The strong \( L^p \to L^q \) boundedness then follows by an interpolation. By Hölder’s inequality,

\[
|H_{(k), \alpha}(f)(x)| = |x|^\alpha \left| \int_0^1 t^k f(xt) \, dt \right| \leq \frac{1}{|x|^\frac{1}{q}} \|f\|_{L^p}. \]
Hence, for any $\lambda > 0$,
\[
\left| \{ x \in \mathbb{R} : |\mathcal{H}_{(k),\alpha}(f)(x)| \geq \lambda \} \right| \leq \left( \frac{\| f \|_{L^p}}{\lambda} \right)^q .
\]
This proves the weak $L^p \to L^{q,\infty}$ boundedness. \qed

**Theorem 4.10.** Let $0 < p < 1$, and $\frac{1}{p} - \alpha = \frac{1}{q}$.

1. $\mathcal{H}_{(k),\alpha}$ is bounded from $H^p(\mathbb{R})$ to $L^{q,\infty}(\mathbb{R})$ if $k = \frac{1}{p} - 1$.

2. $\mathcal{H}_{(k),\alpha}$ is bounded from $H^p(\mathbb{R})$ to $L^q(\mathbb{R})$ if $k > \frac{1}{p} - 1$.

**Proof.** With Lemma 4.9 and interpolation, it suffices to show the first part of the theorem. For $\frac{1}{p} = k + 1$ and any $f \in H^p(\mathbb{R})$, as in the proof of Theorem 4.7, we write an atomic decomposition
\[
f = \sum_j \lambda_j a_j,
\]
where each $a_j$ is a $(p, \infty, k)$ atom. Thus,
\[
\mathcal{H}_{(k),\alpha}(f) = \sum_{j \in \mathbb{Z}} \lambda_j \mathcal{H}_{(k),\alpha}(a_j).
\]
Similar to the proof of Theorem 4.7, we only need to show
\[
\| \mathcal{H}_{(k),\alpha}(a_j) \|_{L^{q,\infty}} \leq 1,
\]
uniformly for all $(p, \infty, k)$ atoms $a_j$.

If $a_j$ is $(p, \infty, k)$ atom with support in $(\alpha_j, \beta_j) \subseteq (0, \infty)$ or $(\alpha_j, \beta_j) \subseteq (-\infty, 0)$, $\mathcal{H}_{(k),\alpha}(a_j)$ is also supported in $(\alpha_j, \beta_j) = I_j$. Choose $p', q' > 1$ so that $\frac{1}{p'} - \alpha = \frac{1}{q'}$. Then we have the following bound uniformly on $j$.
\[
\| \mathcal{H}_{(k),\alpha}(a_j) \|_{L^q}^q = \| \mathcal{H}_{(k),\alpha}(a_j)^q \cdot \chi_{I_j} \|_{L^1} \\
\leq \| \mathcal{H}_{(k),\alpha}(a_j)^q \|_{L^{q'}} \cdot \| \chi_{I_j} \|_{L^{q'\frac{q'}{q}}}
\leq \left( \int |\mathcal{H}_{(k),\alpha}(a_j)(x)|^{q'\frac{q'}{q}} \, dx \right)^{\frac{1}{q'}} |I_j|^{1-\frac{q'}{q}}
\]
\[
\| \mathcal{H}_{(k),\alpha} (a_j) \|_{L^{q', L'}} \leq \| a_j \|_{L^{q', L'}} |I_j|^{1 - \frac{2}{q'}} \leq 1.
\]

If the support of a \((p, \infty, k)\) atom \(a_j\) contains the origin, with an easy modification of the proof for Theorem 4.7, we obtain

\[
\| \mathcal{H}_{(k),\alpha} (a_j) \|_{L^{p, \infty}} \leq 1,
\]

uniformly for all \((p, \infty, k)\) atom \(a_j\). This completes the proof of part (1).

To show part (2), take \(p_1 = 1\), \(p_2\) such that \(p_2 = \frac{1}{1 + k}\), and \(q_1, q_2\) such that \(\frac{1}{q_i} = \frac{1}{p_i} - \alpha (i = 1, 2)\). Then by part (1), \(\| \mathcal{H}_{(k),\alpha} (f) \|_{L^{p_2, \infty}} \leq \| f \|_{H^{p_2}}\), and by Lemma 4.9, \(\| \mathcal{H}_{(k),\alpha} (f) \|_{L^{q_1, \infty}} \leq \| f \|_{H^{1}}\). Applying the Marcinkiewicz interpolation in this case gives \(\| \mathcal{H}_{(k),\alpha} (f) \|_{L^{q}} \leq \| f \|_{H^{p}}\), as desired. \(\square\)

**Remark 4.11.** We do not proceed to show \(H^p \to H^q\) boundedness because \(\mathcal{H}_{(k),\alpha}\) fails to commute with the Hilbert transform.
CHAPTER 5
HIGH DIMENSIONAL HAUSDORFF OPERATORS

In this chapter, we study two extensions of the Hausdorff operator in \( \mathbb{R}^n \). For one, we obtain a sufficient and necessary condition for its boundedness on the real Hardy space \( H^1(\mathbb{R}^n) \). For the other, we study its boundedness on the real Hardy space \( H^p(\mathbb{R}^n) \) for \( 0 < p < 1 \).

Recall the definition of the one dimensional Hausdorff operator: Let \( \Phi \) be a locally integrable function on the positive real line. The one dimensional Hausdorff operator \( h_\Phi \) with the generating function \( \Phi \) is defined in the integral form by

\[
h_\Phi(f)(x) = \int_0^\infty \frac{\Phi(t)}{t} f\left(\frac{x}{t}\right) dt,
\]

where, for simplicity, we initially assume that the operator \( h_\Phi \) is defined on the class of all Schwartz functions \( f \). For positive values \( x \), a change of variables gives an equivalent form of \( h_\Phi \) by

\[
h_\Phi(f)(x) = \int_0^\infty \frac{\Phi(\frac{x}{t})}{t} f(t) dt.
\]

This suggests two different extensions of the Hausdorff operator on high dimensional space,

\[
\tilde{H}_{\Phi,\beta}(f)(x) = \int_{\mathbb{R}^n} \frac{\Phi(y)}{|y|^{n-\beta}} f\left(\frac{x}{|y|}\right) dy, \quad n > \beta \geq 0
\]

and

\[
H_{\Phi,\beta}(f)(x) = \int_{\mathbb{R}^n} \frac{\Phi(\frac{x}{|y|})}{|y|^{n-\beta}} f(y) dy, \quad n > \beta \geq 0,
\]

where \( \Phi \) is a locally integrable function. Each of these definitions gives a so-called fractional Hausdorff operator. We denote

\[
\tilde{H}_{\Phi,0} = \tilde{H}_\Phi, \quad H_{\Phi,0} = H_\Phi.
\]
When $\Phi(x) = \Phi(|x|)$, and $\Phi(t) = \chi_{(1,\infty)}(t)t^{-n+\beta}$, $H_{\Phi,\beta}$ is the fractional Hardy operator if $0 < \beta < n$, and $H_{\Phi,\beta}$ is the Hardy operator if $\beta = 0$ (see [2]).

By the Minkowski inequality and a scaling argument, it is easy to see that $\tilde{H}_\Phi$ is bounded on the Lebesgue space $L^p(\mathbb{R}^n)$ for all $1 \leq p \leq \infty$, if $\Phi$ satisfies the size condition

$$\int_{\mathbb{R}^n} |\Phi(y)| |y|^{-n+\frac{n}{p}} \, dy < \infty.$$  

Similarly, $\tilde{H}_\Phi$ is bounded on the real Hardy space $H^1(\mathbb{R}^n)$ if $\Phi$ is Lebesgue integrable (see [10, 12, 15, 18]). In [13], Liflyand posed an open question (among others) to establish the sharpness of this condition on $\Phi$ to assure the $H^1(\mathbb{R}^n)$ boundedness for $\tilde{H}_\Phi$. Motivated by his question, the first aim of this chapter is to solve the problem by showing that, for $\Phi \geq 0$, $\tilde{H}_\Phi$ is bounded on the real Hardy space $H^1(\mathbb{R}^n)$ if and only if $\Phi$ is a Lebesgue integrable function.

In Chapter 3, we established some results which used duality to provide a smoothness condition on $\Phi$ to ensure boundedness of $h_\Phi$ on $H^p$. The second aim of this chapter is to apply this technique to give an $H^p(\mathbb{R}^n) \rightarrow L^q(\mathbb{R}^n)$ boundedness result for $H_{\Phi,\beta}$ in the case where $\Phi$ is a radial function. We also establish boundedness on $L^p(\mathbb{R}^n, |x|^\gamma \, dx) \rightarrow L^q(\mathbb{R}^n, |x|^\gamma \, dx)$. With these results, we naturally expect to establish an $H^p(\mathbb{R}^n) \rightarrow H^q(\mathbb{R}^n)$ boundedness theorem for the operator $H_{\Phi,\beta}(f)$. However, by checking the proofs of the theorems in the earlier chapter for the one dimensional Hausdorff operator, we find that all methods fail to establish a sufficient condition for $H^p(\mathbb{R}^n) \rightarrow H^q(\mathbb{R}^n)$ boundedness for the operator $H_{\Phi,\beta}$. Also, in the high dimensional case, we do not find in the literature any high dimensional $H^p(\mathbb{R}^n) \rightarrow H^q(\mathbb{R}^n)$, $0 < p < 1$, boundedness results for the (fractional) Hausdorff operator, although the $H^1(\mathbb{R}^n) \rightarrow H^1(\mathbb{R}^n)$ boundedness has been studied extensively (see [10, 12, 16, 18, 17, 16, 24, 30]). Hence, as the third purpose of this chapter, we will establish a sufficient condition for the $H^p(\mathbb{R}^n) \rightarrow H^q(\mathbb{R}^n)$ boundedness for $H_{\Phi,\beta}$. 

5.1 $H^1(\mathbb{R}^n) \to H^1(\mathbb{R}^n)$ BOUNDEDNESS OF $\tilde{H}_\Phi$

**Theorem 5.1.** Let $\Phi$ be a nonnegative valued locally integrable function.

(1) $\tilde{H}_\Phi$ is bounded on $H^1(\mathbb{R}^n)$ if and only if $\Phi \in L^1(\mathbb{R}^n)$.

(2) $\tilde{H}_\Phi$ is bounded on the local Hardy space $h^1(\mathbb{R}^n)$ if and only if

$$
\int_{|y|\geq 1} \Phi(y) \, dy + \int_{|y|\leq 1} \Phi(y) \left( 1 + \log \left( \frac{1}{|y|} \right) \right) \, dy < \infty.
$$

**Proof.** The “if” part of (1) and (2) was proved in [24] and [1], respectively. We need only show the “only if” part. Let $a$ be a function with support on $[-1,1]^n$ which satisfies.

(i) $a(x) = \frac{1}{2}$ for $x \in \left[\frac{1}{4}, \frac{1}{2}\right]^n$.

(ii) $\frac{1}{2} \geq a(x) \geq 0$ for $\sum_{i=1}^n x_i \geq 0$.

(iii) $a(x) = -a(-x)$ if $\sum_{i=1}^n x_i \leq 0$.

Clearly,

$$
\int_{\mathbb{R}^n} a(x) \, dx = 0.
$$

Thus, $a$ is a $(1, \infty, 0)$ atom (see [28] or [26]). By the same easy computation as in the one-dimensional case we know

$$
\|a\|_{H^1(\mathbb{R}^n)} \leq 1.
$$

Suppose $\Phi \notin L^1$. If $\tilde{H}_\Phi$ were bounded on $H^1$, we have,

$$
\left\| \tilde{H}_\Phi(a) \right\|_{H^1} \leq \|a\|_{H^1} \leq 1.
$$

On the other hand, by the Riesz transform characterization of $H^1$, we have

$$
\left\| \tilde{H}_\Phi(a) \right\|_{H^1} \geq \left\| \tilde{H}_\Phi(a) \right\|_{L^1}.
$$
This leads to a contradiction.

Next, we show the “only if” part of (2). Suppose

\[ \int_{|y|<1} \Phi(y) (1 - \log_2 |y|) \, dy = \infty. \]

For notational simplicity, use the \( \ell^\infty \) norm on vectors, i.e. \( |x| = \max \{|x_i|\} \). Let \( \Psi_s = \frac{1}{s} e^{-\frac{|x|^2}{s^2}} \) and \( B(x) = \chi_{[0,\frac{1}{2}]}(x) \). An easy computation similar to that for one dimension shows

\[ \|B\|_{h^1(\mathbb{R}^n)} \leq 1. \]

On the other hand,

\[
\|\tilde{H}_\Phi(B)\|_{h^1(\mathbb{R}^n)} = \int_{\mathbb{R}^n} \sup_{0<s\leq 1} \left| \Psi_s * \tilde{H}_\Phi(B)(x) \right| \, dx
\]

\[
\geq \int_{[0,1]^n} \sup_{0<s\leq 1} \left| \Psi_s * \tilde{H}_\Phi(B)(x) \right| \, dx
\]

\[
\geq \int_{[0,1]^n} \left| \Psi_{|x|} * \tilde{H}_\Phi(B)(x) \right| \, dx.
\]

Here

\[
\left| \Psi_{|x|} * \tilde{H}_\Phi(B)(x) \right| = \int_{\mathbb{R}^n} \frac{\Phi(y)}{|y|^{n}} \int_{\mathbb{R}^n} \frac{1}{|x|^n} e^{-\frac{(|x-z|^2)}{|x|^2}} B \left( \frac{z}{|y|} \right) \, dz \, dy
\]

\[
\geq \int_{|y|\leq 1} \frac{\Phi(y)}{|y|^{n}} \int_{|z|\leq |y|} \frac{1}{|x|^n} e^{-\frac{(|x-z|^2)}{|x|^2}} \, dz \, dy.
\]

Hence,

\[
\int_{\mathbb{R}^n} \sup_{0<s\leq 1} \left| \Psi_s * \tilde{H}_\Phi(B)(x) \right| \, dx
\]

\[
\geq \int_{|y|\leq 1} \frac{\Phi(y)}{|y|^{n}} \int_{|z|\leq |y|} \int_{|y|\leq |x|\leq 1} \frac{1}{|x|^n} e^{-\frac{(|x-z|^2)}{|x|^2}} \, dx \, dz \, dy.
\]
This leads to a contradiction.

Next, suppose
\[ \int_{|y| \geq 1} \Phi(y) \, dy = \infty. \]

We have
\[
\int_{\mathbb{R}^n} \sup_{0 < s \leq 1} |\Psi_s * \tilde{H}_\Phi(B)(x)| \, dx \geq \int_{\mathbb{R}^n} \left| \Psi_1 * \tilde{H}_\Phi(B)(x) \right| \, dx \\
\geq \int_{|y| \geq 1} \frac{\Phi(y)}{|y|^n} \int_{|z| \leq |y|} \left( \int_{\mathbb{R}^n} e^{-|x-z|^2} \, dx \right) \, dz \, dy \\
\geq \int_{|y| \geq 1} \Phi(y) \, dy = \infty.
\]

\[ \square \]

### 5.2 Boundedness on Lebesgue spaces

The duality techniques we have been using to show boundedness of Hausdorff operators on the Hardy spaces also yield the following nice results on power weight Lebesgue spaces.

**Theorem 5.2.** Let \( 1 \leq p, q < \infty \), \( 0 < \beta < n \), \( \gamma > \beta p - n \) and
\[
\frac{1}{p} - \frac{\beta}{n + \gamma} = \frac{1}{q}.
\]

Finally, let
\[
C_p = \int_0^\infty |\Phi(t)| \frac{t^{\frac{\beta}{p-1}}}{t^{\frac{p}{p-1}} - 1} \, dt \text{ for } p > 1, \quad C_1 = \left\| |n - \beta + \gamma|\Phi(\cdot)|L^\infty \right\|.
\]

For any \( p \geq 1 \), if \( C_p < \infty \) then
\[
\left\| H_{\Phi, \beta}(f)(x) \right\|_{L^{q \cdot \infty}(|x|^\gamma \, dx)} \leq \left\| f \right\|_{L^p(|x|^\gamma \, dx)}.
\]
Proof. We write
\[ H_{\Phi,\beta}(f)(x) = \int_{\mathbb{R}^n} \frac{\Phi(|x|)}{|y|^{n-\beta + \frac{2}{p}}} f(y) |y|^\frac{2}{q} dy. \]

By Hölder’s inequality, we have
\[ |H_{\Phi,\beta}(f)(x)| \leq \left\{ \int_{\mathbb{R}^n} \left| \frac{\Phi(|x|)}{|y|^{n-\beta + \frac{2}{p}}} |y|^{p'} \right| dy \right\}^{\frac{1}{p'}} \| f \|_{L^p(|y|^\gamma dy)}. \]

Using polar coordinates and changing variables, we have
\[ \left\{ \int_{\mathbb{R}^n} \left| \frac{\Phi(|x|)}{|y|^{n-\beta + \frac{2}{p}}} |y|^{p'} \right| dy \right\}^{\frac{1}{p'}} = |S^{n-1}|^{\frac{1}{p'}} \left( \int_0^\infty |t^{\beta-n-\gamma/p} t^{-n-1} \Phi(t)| dt \right)^{\frac{1}{p'}} |x|^{n/p' + \beta - n - \gamma/p}. \]

If \( p = 1 \),
\[ |H_{\Phi,\beta}(f)(x)| \leq \| f \|_{L^1(|x|^{\gamma} dx)} \left( \int_{\mathbb{R}^n} \left| \frac{\Phi(|x|)}{|y|^{n-\beta + \gamma}} \right| |y|^{n-\beta + \gamma} dy \right)^{\frac{1}{p}} \| \Phi \|_{L^\infty}. \]

Let
\[ K_p = |S^{n-1}|^{\frac{1}{p'}} C_p^{\frac{1}{p}} \text{ for } p > 1 \quad K_1 = C_1 \]

Then for \( p > 1 \) and any \( \lambda > 0 \), we have
\[ \left| \left\{ x \in \mathbb{R}^n : |H_{\Phi,\beta}(f)(x)| > \lambda \right\} \right| \leq \left| \left\{ x \in \mathbb{R}^n : K_p |x|^{n/p + \beta - n - \gamma/p} \| f \|_{L^p(|x|^{\gamma} dx)} > \lambda \right\} \right| \]
\[ \leq \left| \left\{ x \in \mathbb{R}^n : |x|^{n+\gamma/p-n/p'-\beta} \leq \frac{K_p \| f \|_{L^p(|x|^{\gamma} dx)}}{\lambda} \right\} \right| \]
\[ \leq \left| \left\{ x \in \mathbb{R}^n : \left( |x|^{\frac{1}{p} - \frac{\beta}{n+\gamma}} \right)^{n+\gamma} \leq \frac{K_p \| f \|_{L^p(|x|^{\gamma} dx)}}{\lambda} \right\} \right| \]
\[ = \left| \left\{ x \in \mathbb{R}^n : |x|^{n+\gamma} \leq \frac{K_p \| f \|_{L^p(|x|^{\gamma} dx)}}{\lambda^q} \right\} \right|. \]

Note that in the last equality, we have used the condition
\[ \frac{1}{p} - \frac{\beta}{n+\gamma} = \frac{1}{q}. \]
This shows
\[ \|H_{\Phi,\beta}(f)\|_{L^q(dx)} \leq \|f\|_{L^p(dx)} \]
as desired. \qed

Recall that if \( \Phi(t) = \chi_{(1,\infty)}(t)t^{-n+\beta} \), then \( H_{\Phi,\beta} \) is the fractional Hardy operator. Let \( \mathcal{H}_\beta \) denote the fractional Hardy operator. Applying Theorem 5.2, we have the following corollary:

**Corollary 5.3.** Let \( 1 < p, q < \infty \), \( 0 < \beta < n \), \( np > \gamma > \beta p - n \) and
\[
\frac{1}{p} - \frac{\beta}{n + \gamma} = \frac{1}{q}.
\]
We have
\[ \|\mathcal{H}_\beta(f)(x)\|_{L^q(dx)} \leq \|f\|_{L^p(dx)}. \]

**Proof.** If \( \gamma < np \), then \( \Phi = \chi_{(1,\infty)}(t)t^{-n+\beta} \) satisfies the conditions of Theorem 5.2. \qed

**Theorem 5.4.** Let \( 1 \leq p, q < \infty \), \( 0 < \beta < n \), \( \gamma > \beta p - n \) and
\[
\frac{1}{p} - \frac{\beta}{n + \gamma} = \frac{1}{q}.
\]
In addition, let
\[
C_{p,\epsilon} = \int_0^\infty |\Phi(t)| t^{\frac{n-\beta+p+\epsilon}{p-1} + \epsilon} dt \quad \text{for} \quad p > 1, \quad C_{1,\epsilon} = \|t^{n-\beta+\gamma+\epsilon} \Phi(\cdot)\|_{L^p}.
\]
For any \( p \geq 1 \), if, for arbitrarily small positive \( \epsilon \), \( C_{p,\pm \epsilon} < \infty \), then
\[ \|H_{\Phi,\beta}(f)(x)\|_{L^q(dx)} \leq \|f\|_{L^p(dx)}. \]

**Proof.** For \( p > 1 \), this result follows from Theorem 5.2 and the Marcinkiewicz Interpolation Theorem. To prove the result for \( p = 1 \), we define an analytic family:
\[ H_{\Phi,\epsilon}(f)(x) = \int \frac{\Phi(|x|)}{|y|^{n-\epsilon}} f(y) dy. \]
Following the proof of Theorem 5.2, it is easy to check that there exist $\beta_1, \beta_2$ satisfying $0 < \beta_1 < \beta < \beta_2 < n$, such that

$$
\|H_{\Phi,z_1}(f)\|_{L^{q_1,\infty}(|x|^{\gamma}dx)} \leq \|f\|_{L^1(|x|^{\gamma}dx)}
$$

and

$$
\|H_{\Phi,z_2}(f)(x)\|_{L^{q_2,\infty}(|x|^{\gamma}dx)} \leq \|f\|_{L^1(|x|^{\gamma}dx)}
$$

where $\text{Re } z_1 = \beta_1$, $\text{Re } z_2 = \beta_2$ and $1 < q_1 < q < q_2 < \infty$. Thus we obtain the result by using the Stein-Weiss analytic Interpolation Theorem (see Corollary 2.2).

5.3 Boundedness on $H^p(\mathbb{R}^n)$

5.3.1 $H^p \rightarrow L^q$ Boundedness of $H_{\Phi,\beta}$

In this section, we suppose that $\Phi$ is radial, that is, if $|x_1| = |x_2|$, then $\Phi(x_1) = \Phi(x_2)$. Thus we can think of $\Phi$ as having domain $[0, \infty)$, where $\Phi(t) = \Phi(x)$ when $|x| = t$.

**Lemma 5.5.** Let $0 \leq \beta < n$ and

$$
\psi(y) = \frac{\Phi(1/|y|)}{|y|^{n-\beta}}.
$$

Assume $0 < p < 1$ and $\alpha = n \left(\frac{1}{p} - 1\right)$. If $\psi \in \Lambda_\alpha$, then

$$
\|H_{\Phi,\beta}(f)\|_{L^{q,\infty}(\mathbb{R}^n)} \leq \|f\|_{H^p(\mathbb{R}^n)}
$$

where $q$ satisfies

$$
\frac{1}{p} = \frac{1}{q} + \frac{\beta}{n}.
$$

**Proof.** Changing variables, we compute

$$
\frac{\Phi(|x|/|y|)}{|y|^{n-\beta}} = |x|^{-n+\beta} \psi\left(\frac{y}{|x|}\right).
$$
By duality and scaling,
\[ |H_\Phi(f)(x)| \leq |x|^{-n+\beta} \|f\|_{H^p(\mathbb{R}^n)} \left\| \frac{1}{|x|}\right\|_{\Lambda_\alpha} = |x|^{-n/p+\beta} \|f\|_{H^p(\mathbb{R}^n)} \left\| \psi\right\|_{\Lambda_\alpha}. \]
This shows that for all \( \lambda > 0 \),
\[ \left| \left\{ x \in \mathbb{R}^n : |H_\Phi(f)(x)| > \lambda \right\} \right| \leq \left| \left\{ x \in \mathbb{R}^n : |x|^2 - |x|^{p-\beta} < \|f\|_{H^p(\mathbb{R}^n)} \left\| \psi\right\|_{\Lambda_\alpha} \lambda^{-1} \right\} \right| \leq \left| \left\{ x \in \mathbb{R}^n : |x|^n \leq \left\{ \|f\|_{H^p(\mathbb{R}^n)} \left\| \psi\right\|_{\Lambda_\alpha} \lambda^{-1} \right\}^q \right\} \right|. \]
The last inequality holds because
\[ \frac{n}{p - \beta} = q. \]
Thus, we obtain
\[ \|H_{\Phi,\beta}(f)\|_{L^q(\mathbb{R}^n)} \leq \|f\|_{H^p(\mathbb{R}^n)} \]
as desired. \( \square \)

**Theorem 5.6.** Let \( \beta, p, \alpha, q, \psi \) be as in Lemma 5.5. If for some \( \epsilon > 0 \) small enough that \( \alpha - \epsilon > 0 \), \( \psi \in \Lambda_{\alpha+\epsilon} \cap \Lambda_{\alpha-\epsilon} \), then
\[ \|H_{\Phi,\beta}(f)\|_{L^q(\mathbb{R}^n)} \leq \|f\|_{H^p(\mathbb{R}^n)}. \]

**Proof.** Choose \( p_1, p_2 \), s.t. \( \alpha + \epsilon = n(\frac{1}{p_1} - 1) \), \( \alpha - \epsilon = n(\frac{1}{p_2} - 1) \), and choose \( q_1, q_2 \) satisfying
\[ \frac{1}{p_i} = \frac{1}{q_i} + \frac{\beta}{n}, \quad i = 1, 2. \]
An easy computation shows that \( p_1, p_2, p, q_1, q_2, q \) satisfy the requirement for the Marcinkiewisz interpolation, and by the Lemma 5.5, \( \|H_{\Phi,\beta}(f)\|_{L^{q_i}(\mathbb{R}^n)} \leq \|f\|_{H^p(\mathbb{R}^n)} \). So by Marcinkiewisz Interpolation, \( \|H_{\Phi,\beta}(f)\|_{L^q(\mathbb{R}^n)} \leq \|f\|_{H^p(\mathbb{R}^n)}. \) \( \square \)
Unfortunately, we cannot continue in the manner shown in Theorem 3.1, since 
$\mathcal{R}_J \circ H_{\Phi,\beta}(f) \neq H_{\Phi,\beta}(\mathcal{R}_J f)$, as was in the case in one dimension. Instead, we see the following.

**Lemma 5.7.** Suppose $\Phi, \hat{\Phi} \in L^1(\mathbb{R}^n)$, and $0 < \beta < n$. Then for any $J = \{j_1, \ldots, j_L\} \in \{0, 1, 2, \ldots, n\}^L$, $f \in S$, we have 

$$\mathcal{R}_J H_{\Phi,\beta}(f) = H_{\mathcal{R}_J \Phi,\beta}(f).$$

**Proof.** Without loss of generality, we suppose $L = 1$. ($L > 1$ may be shown similarly.) Fix $J = j$. We show the desired equality by taking Fourier transform and inverse Fourier transform. By definition,

$$H_{\Phi,\beta}(f)(\xi) = \int_{\mathbb{R}^n} \left( \int_{\mathbb{R}^n} \frac{f(y)}{|y|^{n-\beta}} \Phi \left( \frac{x}{|y|} \right) dy \right) e^{-i\langle x, \xi \rangle} dx.$$ 

Noting that $\Phi \in L^1$, $f$ is a Schwartz function, and $\beta > 0$, we may use Fubini’s theorem to obtain

$$H_{\Phi,\beta}(f)(\xi) = \int_{\mathbb{R}^n} \left( \int_{\mathbb{R}^n} \frac{f(y)}{|y|^{n-\beta}} \Phi \left( \frac{x}{|y|} \right) e^{-i\langle x, \xi \rangle} dx \right) dy$$

$$= \int_{\mathbb{R}^n} \left( \int_{\mathbb{R}^n} |y|^\beta f(y) \Phi(|y|) e^{-i\langle u, |y| \xi \rangle} du \right) dy$$

$$= \int_{\mathbb{R}^n} |y|^\beta f(y) \hat{\Phi}(|y| \xi) dy.$$ 

Thus, we see that

$$\mathcal{R}_j H_{\Phi,\beta}(f)(\xi) \approx \frac{\xi_j}{|\xi|} H_{\Phi,\beta}(\xi) = \frac{\xi_j}{|\xi|} \int_{\mathbb{R}^n} |y|^\beta f(y) \hat{\Phi}(|y| \xi) dy.$$

Next, we let $\mathcal{F}^{-1}$ denote the inverse Fourier transform, and compute

$$\mathcal{F}^{-1} \left( \mathcal{R}_j H_{\Phi,\beta}(f) \right)(x) = \int_{\mathbb{R}^n} \left( \frac{\xi_j}{|\xi|} \int_{\mathbb{R}^n} |y|^\beta f(y) \hat{\Phi}(|y| \xi) dy \right) e^{i\langle x, \xi \rangle} d\xi.$$ 

Noting that $\hat{\Phi} \in L^1$ and again that $\beta > 0$, we again use Fubini’s theorem to obtain

$$\mathcal{F}^{-1} \left( \mathcal{R}_j H_{\Phi,\beta}(f) \right)(x) = \int_{\mathbb{R}^n} |y|^\beta f(y) \left( \frac{\xi_j}{|\xi|} \hat{\Phi}(|y| \xi) e^{i\langle x, \xi \rangle} d\xi \right) dy$$
\[= \int_{\mathbb{R}^n} |y|^{\beta-n} f(y) \mathcal{R}_J \Phi \left( \frac{x}{|y|} \right) \, dy\]
\[= H_{\mathcal{R}_J \Phi, \beta}\]
as desired.

5.3.2 \(H^p \to H^q\) Boundedness of \(H_{\Phi, \beta}\)

The condition of Lemma 5.5, that \(\psi \in \Lambda_\alpha\), can be rewritten, when \(\Phi\) is radial, as
\[\left\| \frac{|x|^{n-\beta}}{|x|^{n-\beta} \Phi \left( \frac{|x|}{|y|} \right)} \right\|_{\Lambda_\alpha(\mathbb{R}^n)} \lesssim |x|^{-\alpha}.
\]
In this form, we can omit the condition that \(\Phi\) is radial, obtaining

**Lemma 5.8.** Let \(0 < p < 1\), \(0 \leq \beta < n\), and \(\alpha = n \left( \frac{1}{p} - 1 \right)\). If \(\Phi\) satisfies, for all \(x \in \mathbb{R}^n\),
\[
\left\| \frac{|x|^{n-\beta}}{|x|^{n-\beta} \Phi \left( \frac{x}{|y|} \right)} \right\|_{\Lambda_\alpha(\mathbb{R}^n)} \lesssim |x|^{-\alpha}
\]
than
\[
\|H_{\Phi}(f)\|_{L^q(\mathbb{R}^n)} \lesssim \|f\|_{H^p(\mathbb{R}^n)}
\]
with
\[
\frac{1}{p} = \frac{1}{q} + \frac{\beta}{n}.
\]

**Proof.** Noting the pairing inequality (equation (2.1)) relating the Lipschitz space \(\Lambda_\alpha\) and the Hardy space \(H^p\), and multiplying and dividing by \(|x|^{n-\beta}\) in the definition of \(H_{\Phi, \beta}\), we obtain
\[
|H_{\Phi, \beta}(f)(x)| \leq \|f\|_{H^p(\mathbb{R}^n)} |x|^{-\beta} \left\| \frac{|x|^{n-\beta}}{|x|^{n-\beta} \Phi \left( \frac{x}{|y|} \right)} \right\|_{\Lambda_\alpha(\mathbb{R}^n)} \lesssim |x|^{-\beta} \|f\|_{H^p(\mathbb{R}^n)}.
\]
This shows that for all \( \lambda > 0 \),
\[
\left| \left\{ x \in \mathbb{R}^n : |H_{\Phi,\beta}(f)(x)| > \lambda \right\} \right|
\leq \left| \left\{ x \in \mathbb{R}^n : |x|^{-\beta} \| f \|_{H^p(\mathbb{R}^n)} \geq \lambda \right\} \right|
= \left| \left\{ x \in \mathbb{R}^n : |x| \leq \left( \frac{\| f \|_{H^p(\mathbb{R}^n)}}{\lambda} \right)^{\frac{q}{p}} \right\} \right|
\leq \left( \frac{\| f \|_{H^p(\mathbb{R}^n)}}{\lambda} \right)^q.
\]
Thus, \( \| H_{\Phi,\beta}(f) \|_{L^q,\infty} \leq \| f \|_{H^p} \), as desired. \( \square \)

In many important cases, even when \( \Phi \) is radial, the condition of Lemma 5.8 is easier to check than the one given in Lemma 5.5. For example, we see this in the proof of the following corollary.

**Corollary 5.9.** Let \( \Phi(y) \) be the Gaussian function \( e^{-|y|^2} \) or the Poisson function \( e^{-|y|} \). The Hausdorff operator \( H_{\Phi,\beta} \) is bounded from \( H^p(\mathbb{R}^n) \) to \( L^q(\mathbb{R}^n) \) for all \( 0 < p < \infty \), \( 0 \leq \beta < n \), and \( \frac{1}{p} = \frac{1}{q} + \frac{\beta}{n} \).

**Proof.** We will show the corollary for the Poisson function \( e^{-|y|} \), since the proof for the Gaussian function is similar. By Lemma 5.8, we need to check
\[
\left\| \frac{|x|^{n-\beta} e^{-|x|}}{|y|^{n-\beta} e^{-|y|}} \right\|_{L^\infty} \leq |x|^{-\alpha}
\]
for all integer \( \alpha = 0, 1, 2, \ldots \), where by convention, we denote \( \Lambda_0 = L^\infty \). First, when \( \alpha = 0 \),
\[
\left\| \frac{|x|^{n-\beta} e^{-|x|}}{|y|^{n-\beta} e^{-|y|}} \right\|_{L^\infty} = \sup_{|y|>0} \left| \frac{|x|^{n-\beta} e^{-|x|}}{|y|^{n-\beta} e^{-|y|}} \right| = \sup_{|y|>0} \left| \frac{|x|^{n-\beta} e^{-|y|}}{|y|^{n-\beta} e^{-|y|}} \right| \leq 1.
\]
For integers \( \alpha > 0 \), we recall the definition of the \( \Lambda_\alpha \) norm, namely
\[
\| f \|_{\Lambda_\alpha} = \sup_{|\eta|=\alpha} \{ \| \partial^\alpha f \|_{L^\infty} \}
\]
where $I = (i_1, i_2, \ldots, i_n) \in \mathbb{N}^n$ is a multi-index and $\partial^I$ denotes the derivative
\[
\left( \frac{\partial}{\partial y_1} \right)^{i_1} \left( \frac{\partial}{\partial y_2} \right)^{i_2} \cdots \left( \frac{\partial}{\partial y_n} \right)^{i_n}.
\]
So we must show that, for each multi-index $I$ such that $|I| = \alpha$,
\[
\left\| \partial^I \left( \frac{|x|^{n-\beta} |y|^{n-\beta} e^{-|y|^2}}{|x|^n} \right) \right\|_{L^\infty} \leq |x|^{-\alpha}.
\]
This can easily be shown by computation. \qed

We can also see how the condition of Lemma 5.8 might be extended to allow us to obtain a boundedness result on Hardy spaces.

**Theorem 5.10.** Let $n \geq 2$, $\alpha = n(p - 1), \ 0 < \beta < n$, and $\Phi, \widehat{\Phi} \in L^1$. If, for some $L$ large enough that $p > \frac{n-1}{n-1+L}$, all generalized Riesz transforms $\mathcal{R}_j(\Phi) = \mathcal{R}_{j_1} \cdots \mathcal{R}_{j_L} \Phi$ satisfy
\[
\left\| \frac{|x|^{n-\beta}}{|y|^{n-\beta}} (\mathcal{R}_j \Phi)(\frac{x}{|x|}) \right\|_{\Lambda_\alpha(\mathbb{R}^n)} \leq |x|^{-\alpha}
\]
then
\[
\| H_{\Phi,\beta}(f) \|_{H^n;\mathbb{R}^n} \leq \| f \|_{H^p(\mathbb{R}^n)}
\]
with
\[
\frac{1}{p} = \frac{1}{q} + \frac{\beta}{n}.
\]

**Proof.** Applying Lemma 5.8 to each $\mathcal{R}_j \Phi$, we obtain for each $\mathcal{R}_j$,
\[
\| H_{\mathcal{R}_j \Phi,\beta} \|_{L^q;\mathbb{R}^n} \leq \| f \|_{H^p}.
\]
Lemma 5.7 tells us that for each $\mathcal{R}_j$, $\mathcal{R}_j H_{\Phi,\beta} = H_{\mathcal{R}_j \Phi,\beta}(f)$. Applying the Reisz transform characterization of $H^{q;\mathbb{R}^n}$,
\[
\| H_{\Phi,\beta}(f) \|_{H^{q;\mathbb{R}^n}} \approx \sum_j \| \mathcal{R}_j H_{\Phi,\beta}(f) \|_{L^q;\mathbb{R}^n} \leq \| f \|_{H^p}
\]
as desired. \qed
The condition of Theorem 5.10 is somewhat laborious to check. The main result of this chapter is to provide a sufficient (but not necessary) condition on $\Phi$ to meet the requirement of Theorem 5.10.

**Theorem 5.11.** Suppose $0 < p < 1$, $0 < \beta < n$. Let $\hat{\Phi}$ denote the Fourier transform of $\Phi$ and

$$\frac{1}{p} = \frac{1}{q} + \frac{\beta}{n}.$$ 

For an integer $M = n\left(\frac{1}{p} - 1\right)$, suppose that $\hat{\Phi}$ is a function in $C^{2M+n}(\mathbb{R}^n)$ with compact support in the set $\mathbb{R}^n \setminus \{0\}$. Then

$$\|H_{\Phi,\beta}(f)\|_{H^p,\alpha(\mathbb{R}^n)} \leq \|f\|_{H^p(\mathbb{R}^n)}.$$ 

**Proof.** Let $M = n\left(\frac{1}{p} - 1\right)$. By Theorem 5.10, we need to check

$$\left|\frac{|x|^{n-\beta}}{|y|^{n-\beta}}(\mathcal{R}_J \Phi)(\frac{x}{|x|})\right|_{L^q(\mathbb{R}^n)} \leq |x|^{-\alpha},$$

with $\alpha = M$. Taking Fourier transforms, we may write

$$\frac{|x|^{n-\beta}}{|y|^{n-\beta}}(\mathcal{R}_J \Phi)(\frac{x}{|x|}) = |x|^{n-\beta} \int_{\mathbb{R}^n} \frac{\xi_1 \xi_2 \cdots \xi_L}{|\xi|^L} \hat{\Phi}(\xi) |y|^{-(n-\beta)} e^{i \frac{1}{|y|} \langle \xi, x \rangle} d\xi.$$ 

For a multi-index $I = (i_1, i_2, \cdots, i_n) \in \mathbb{N}^n$, we will use the notation

$$\partial^I = \left(\frac{\partial}{\partial y_1}\right)^{i_1} \left(\frac{\partial}{\partial y_2}\right)^{i_2} \cdots \left(\frac{\partial}{\partial y_n}\right)^{i_n},$$

and

$$|I| = i_1 + i_2 + \cdots + i_n.$$ 

From easy computations

$$\frac{\partial}{\partial y_j} e^{i \frac{1}{|y|} \langle \xi, x \rangle} \cong \langle \xi, x \rangle \frac{y_j}{|y|^3} e^{i \frac{1}{|y|} \langle \xi, x \rangle}.$$
and

\[
\frac{\partial^2}{\partial y_j^2} e^{i \frac{1}{|y|} \langle \xi, x \rangle} = c_1 \langle \xi, x \rangle^2 \frac{y_j^2}{|y|^6} e^{i \frac{1}{|y|} \langle \xi, x \rangle} + c_2 \langle \xi, x \rangle \frac{1}{|y|^3} e^{i \frac{1}{|y|} \langle \xi, x \rangle} + c_3 \langle \xi, x \rangle \frac{y_j^2}{|y|^5} e^{i \frac{1}{|y|} \langle \xi, x \rangle},
\]

where \(c_1, c_2, c_3\) are constants, in general, it is easy to see that for any multi-index \(I\),

\[
\partial^I e^{i \frac{1}{|y|} \langle \xi, x \rangle} = e^{i \frac{1}{|y|} \langle \xi, x \rangle} \sum_{|I| \leq l_1 \leq 2|I|} Q_{l_1}(y) P_{l_2}(\langle \xi, x \rangle),
\]

where \(Q_{l_1}(y)\) is a \(C^\infty(\mathbb{R}^n \setminus \{0\})\) function satisfying

\[
|Q_{l_1}| \leq \frac{1}{|y|^{l_1}}
\]

and \(P_{l_2}\) is a homogeneous polynomial of degree \(l_2\).

Also, it is easy to check

\[
\partial^I \left( |y|^{-n-\beta} \right) = \frac{S_I(y)}{|y|^{n-\beta+2|I|}},
\]

where \(S_I(y)\) is a \(C^\infty(\mathbb{R}^n \setminus \{0\})\) function satisfying

\[
|S_I(y)| \leq |y|^{|I|}.
\]

So, by the generalized Leibniz rule, for any multi-index \(I\) with \(|I| \geq 1\), we have

\[
\partial^I \left( \frac{e^{i \frac{1}{|y|} \langle \xi, x \rangle}}{|y|^{n-\beta}} \right) = \sum_{K_1+K_2=I} C^K_{K_1} \partial^{K_1} \left( |y|^{-n-\beta} \right) \partial^{K_2} \left( e^{i \frac{1}{|y|} \langle \xi, x \rangle} \right)
\]

\[
= \sum_{K_1+K_2=I} C^K_{K_1} \frac{S_{K_1}(y)}{|y|^{n-\beta+2|K_1|}} \left( \sum_{|K_2| \leq l_1 \leq 2|K_2|} \sum Q_{l_1}(y) e^{i \frac{1}{|y|} \langle \xi, x \rangle} P_{l_2}(\langle \xi, x \rangle) \right)
\]

where \(C^K_{K_1}\) are constants.

It is easy to see that

\[
\left\| \frac{|x|^{n-\beta}}{|y|^{n-\beta}} \left( \mathcal{R}_j \Phi \right)(\frac{x}{|x|}) \right\|_{\Lambda_n(\mathbb{R}^n)}
\]
\[
\begin{align*}
&= \sup_{y \in \mathbb{R}^n \setminus \{0\}} \left\{ \sum_{|I| = \alpha} |\xi|^{n-\beta} \int_{\mathbb{R}^n} \frac{\xi_1 \xi_2 \cdots \xi_L}{|\xi|^L} \hat{\Phi}(\xi) |y|^{-(n+\beta)} e^{i \frac{1}{|y|} \langle \xi, x \rangle} d\xi \right\} \\
&= \sup_{y \in \mathbb{R}^n \setminus \{0\}} \left\{ \sum_{|I| = \alpha} |x|^{n-\beta} \int_{\mathbb{R}^n} \frac{\xi_1 \xi_2 \cdots \xi_L}{|\xi|^L} \hat{\Phi}(\xi) \partial^I \left( |y|^{-(n+\beta)} e^{i \frac{1}{|y|} \langle \xi, x \rangle} \right) d\xi \right\}.
\end{align*}
\]

So, let us consider the value of

\[
|x|^{n-\beta} \int_{\mathbb{R}^n} \frac{\xi_1 \xi_2 \cdots \xi_L}{|\xi|^L} \hat{\Phi}(\xi) \partial^I \left( |y|^{-(n+\beta)} e^{i \frac{1}{|y|} \langle \xi, x \rangle} \right) d\xi
\]

\[
= \left( \frac{|x|}{|y|} \right)^{n-\beta} \sum_{|K_1 + K_2 = I|} \sum_{|y|^{|K_1|}} \sum_{|K_2|} \sum_{l_1 = l_2 = |K_2|} \left| Q_{l_1} (y) \int_{\mathbb{R}^n} \frac{\xi_1 \xi_2 \cdots \xi_L}{|\xi|^L} \hat{\Phi}(\xi) e^{i \frac{1}{|y|} \langle \xi, x \rangle} P_{l_2} (\langle \xi, x \rangle) d\xi \right|
\]

We now consider two possible cases. If

\[
\frac{|x|}{|y|} \leq 1,
\]

then

\[
\sup_{y \in \mathbb{R}^n \setminus \{0\}} \left\{ \sum_{|I| = \alpha} |\xi|^{n-\beta} \int_{\mathbb{R}^n} \frac{\xi_1 \xi_2 \cdots \xi_L}{|\xi|^L} \hat{\Phi}(\xi) |y|^{-(n+\beta)} e^{i \frac{1}{|y|} \langle \xi, x \rangle} d\xi \right\}
\]
On the other hand, if

\[ \frac{|x|}{|y|} > 1, \]

for fixed \( x \), without loss of generality, we assume \(|x_1| \geq \frac{|x|}{n}\). For each integral

\[ \frac{1}{|y|^{l_1}} \left| \int_{\mathbb{R}^n} \frac{\xi_{j_1} \xi_{j_2} \cdots \xi_{j_{l_2}}}{|\xi|^{l_2}} \tilde{\Phi}(\xi) e^{i \frac{1}{|y|} \langle \xi, x \rangle} P_{l_2}(\langle \xi, x \rangle) \, d\xi \right|, \]

using integration by parts on the \( \xi_1 \) variable \( k \) times, where

\[ k = 2M + n \geq |I| + l_2 + n - \beta. \]

Recalling \( l_1 - l_2 = |K_2| \), and using the fact that \( \tilde{\Phi} \in C^{2M+n}(\mathbb{R}^n) \) with compact support in \( \mathbb{R}^n \setminus \{0\} \), we obtain

\[ \frac{1}{|y|^{l_1}} \left| \int_{\mathbb{R}^n} \frac{\xi_{j_1} \xi_{j_2} \cdots \xi_{j_{l_2}}}{|\xi|^{l_2}} \tilde{\Phi}(\xi) e^{i \frac{1}{|y|} \langle \xi, x \rangle} P_{l_2}(\langle \xi, x \rangle) \, d\xi \right| \]

\[ \leq \frac{1}{|y|^{l_1 - l_2}} \left( \frac{|y|}{|x|} \right)^k \frac{|x|^{l_2}}{|y|^{l_2}} \]

\[ \leq \frac{1}{|y|^{|K_2|}} \left( \frac{|y|}{|x|} \right)^{|I| + n - \beta} \]
This shows that
\[
\sup_{y \in \mathbb{R}^n \setminus \{0\}} \left\{ \sum_{|I| = \alpha} \left| e^I \left( |x|^{n-\beta} \int_{\mathbb{R}^n} \frac{\xi_j \xi_k - \xi_k \xi_j}{|\xi|^2} \hat{\Phi}(\xi) \ |y|^{-n+\beta} e^{\frac{i}{|y|^2} (\xi, x)} \ d\xi \right) \right| \right\} \\
\lesssim \sup_{y \in \mathbb{R}^n \setminus \{0\}} \left\{ \sum_{|I| = \alpha} \left( \frac{|x|}{|y|} \right)^{-\beta} \sum_{K_1 + K_2 = I} \frac{1}{|y||K_1|} \frac{1}{|y||K_2|} \left( \frac{|y|}{|x|} \right)^{|I|+\beta} \right\} \\
\approx \sup_{y \in \mathbb{R}^n \setminus \{0\}} \left\{ \sum_{|I| = \alpha} \left( \frac{|x|}{|y|} \right)^{-\beta} \frac{1}{|y||I|} \left( \frac{|y|}{|x|} \right)^{|I|+\beta} \right\} \lesssim |x|^{-\alpha}.
\]
This proves that for each $J$, when $M = n(\frac{1}{p} - 1)$,
\[
\left\| \frac{|x|^{n-\beta}}{|y|^{n-\beta}} (\mathcal{R}_J \Phi)(\frac{x}{|y|}) \right\|_{L_{\alpha}(\mathbb{R}^n)} \lesssim |x|^{-\alpha},
\]
and thus by Theorem 5.10, $\|H_{\Phi, \beta}(f)\|_{H^{q,x}(\mathbb{R}^n)} \lesssim \|f\|_{H^p(\mathbb{R}^n)}$. 

We show the following $H^1(\mathbb{R}^n)$-boundedness result in order to provide another endpoint for interpolation. Note that the results obtained in Section 5.1 were about $\tilde{H}_{\Phi, \beta}$, and so unrelated to this one.

**Lemma 5.12.** Suppose $0 < \beta < n$. Let $\hat{\Phi}$ denote the Fourier transform of $\Phi$ and
\[
1 = \frac{1}{q} + \frac{\beta}{n}.
\]
Suppose $\hat{\Phi}$ is a function in $C^n(\mathbb{R}^n)$ with compact support. Then
\[
\|H_{\Phi, \beta}(f)\|_{H^{q,x}} \lesssim \|f\|_{H^1}.
\]

**Proof.** Define the analytic family of operators
\[
H_{\Phi, z}(f)(x) = \int_{\mathbb{R}^n} \Phi \left( \frac{x}{|y|} \right) \frac{f(y)}{|y|^{n-\beta}} \ d\gamma.
\]
Fix $z_1, z_2$ such that $\text{Re} \ z_1 = \beta_1$, $\text{Re} \ z_2 = \beta_2$, with $0 < \beta_1 < \beta < \beta_2 < n$. Using Hölder’s inequality, for $i = 1, 2$, we have
\[
|H_{\Phi, z_i}(f)(x)| = \left\| \int_{\mathbb{R}^n} \Phi \left( \frac{x}{|y|} \right) \frac{f(y)}{|y|^{n-z_i}} \ d\gamma \right\|.
\]
\[ \|f\|_{L^1} \sup_{|y| > 0} \left| \frac{\Phi\left(\frac{x}{{|y|}}\right)}{|y|^{n-\beta_i}} \right| \leq 1. \]

Clearly, \( \Phi \) is a bounded function, by assumption. Thus, if \( \frac{|x|}{|y|} \leq 1 \), we can write,

\[ |H_{\Phi,z_i}(f)(x)| \leq \|f\|_{L^1} |x|^{-n+\beta_i}. \]

If \( \frac{|x|}{|y|} > 1 \), we use integration by parts \( n \) times, using \( \hat{\Phi} \in C^n \) with compact support to obtain

\[ \left| \frac{\Phi\left(\frac{x}{{|y|}}\right)}{|y|^{n-\beta_i}} \right| = \left| \frac{1}{|y|^{n-\beta_i}} \int_{\mathbb{R}^n} \hat{\Phi}(\xi) e^{i \frac{1}{n} \langle \xi, x \rangle} \, d\xi \right| \leq |x|^{-n+\beta_i}. \]

This gives

\[
\begin{align*}
|\{ x : |H_{\Phi,z_i}(f)(x)| > \lambda \}| & \leq \left\{ x : \|f\|_{L^1} |x|^{-n+\beta_i} \geq \lambda \right\} \\
& \leq \left\{ x : |x| \leq \left( \frac{\|f\|_{L^1}}{\lambda} \right)^{\frac{n}{n-\beta_i}} \right\} \\
& \leq \left( \frac{\|f\|_{L^1}}{\lambda} \right)^{\frac{n}{n-\beta_i}} \\
& = \left( \frac{\|f\|_{L^1}}{\lambda} \right)^{q_i},
\end{align*}
\]

where \( q_1, q_2 \) are such that

\[ \frac{1}{q_i} + \frac{\beta_i}{n} = 1 \quad i = 1, 2. \]

By definition of the weak type spaces, then, the last inequality implies

\[ \|H_{\Phi,z_i}(f)\|_{L^{q_i,x}(\mathbb{R}^n)} \leq \|f\|_{L^1(\mathbb{R}^n)}. \]

Thus, by Stein-Weiss analytic interpolation, we obtain, for any \( q_0 \) such that \( q_1 < q_0 < q_2 \),

\[ \|H_{\Phi,\beta}(f)\|_{L^{q_0}(\mathbb{R}^n)} \leq \|f\|_{L^1(\mathbb{R}^n)} \leq \|f\|_{H^1(\mathbb{R}^n)}. \]
In particular, this holds when \( q_0 = q \), so

\[
\| H_{\Phi, \beta}(f) \|_{L^q(\mathbb{R}^n)} \leq \| f \|_{H^1(\mathbb{R}^n)}.
\]

But \( q > 1 \), so \( H^q = L^q \), and thus

\[
\| H_{\Phi, \beta}(f) \|_{H^q(\mathbb{R}^n)} \leq \| f \|_{H^1(\mathbb{R}^n)}.
\]

Further, we know \( \| \cdot \|_{H^q, \infty} \leq \| \cdot \|_{H^q} \), so

\[
\| H_{\Phi, \beta}(f) \|_{H^q, \infty(\mathbb{R}^n)} \leq \| f \|_{H^1(\mathbb{R}^n)}
\]

as desired. \( \square \)

**Theorem 5.13.** Suppose \( 0 < p < 1 \), \( 0 < \beta < n \). Let \( \hat{\Phi} \) denote the Fourier transform of \( \Phi \) and

\[
\frac{1}{p} = \frac{1}{q} + \frac{\beta}{n}.
\]

For an integer \( M > n(\frac{1}{p} - 1) \), suppose that \( \hat{\Phi} \) is a function in \( C^{2M+n}(\mathbb{R}^n) \) with compact support in the set \( \mathbb{R}^n \setminus \{0\} \). Then

\[
\| H_{\Phi, \beta}(f) \|_{H^q(\mathbb{R}^n)} \leq \| f \|_{H^0(\mathbb{R}^n)}.
\]

**Proof.** Since \( M > n(\frac{1}{p} - 1) \) we have a \( p_1 < p \) satisfying

\[
M = n \left( \frac{1}{p_1} - 1 \right).
\]

By Theorem 5.11, we have

\[
\| H_{\Phi, \beta}(f) \|_{H^{q_1, \infty}(\mathbb{R}^n)} \leq \| f \|_{H^{p_1}(\mathbb{R}^n)},
\]

where

\[
\frac{1}{p_1} = \frac{1}{q_1} + \frac{\beta}{n}.
\]
Further, by Lemma 5.12,

\[ \|H_{\Phi, \beta}(f)\|_{H^{q_2, \infty}(\mathbb{R}^n)} \leq \|f\|_{H^1(\mathbb{R}^n)} \]

where

\[ 1 = \frac{1}{q_2} + \frac{\beta}{n}. \]

Thus, by an interpolation argument, we obtain

\[ \|H_{\Phi, \beta}(f)\|_{H^s(\mathbb{R}^n)} \leq \|f\|_{H^p(\mathbb{R}^n)} \]

as desired. \( \square \)

The techniques used to prove Theorems 5.11 and 5.13 can also be used to show the following result. The specific \( \Phi \) considered here does not meet the conditions on Theorems 5.11 and 5.13, which may suggest in general a method of relaxing these conditions.

**Corollary 5.14.** Suppose \( 0 < p < 1, 0 < \beta < n \). Let \( \Psi \in S(\mathbb{R}^n) \), and

\[ \frac{1}{p} = \frac{1}{q} + \frac{\beta}{n}. \]

For an integer \( M \geq n(\frac{1}{p} - 1) \), let

\[ \Phi = \begin{cases} 
|\Delta|^{M + \frac{\beta}{2}} \Psi & \text{if } n \text{ is even} \\
|\Delta|^{M + \frac{n+1}{2}} \Psi & \text{if } n \text{ is odd}
\end{cases} \]

where \( \Delta \) is the Laplacian and \( |\Delta|^{\gamma} \) is the fractional Laplacian defined for any function \( F \) by

\[ (|\Delta|^{\gamma} F)(\xi) = |\xi|^{2\gamma} \hat{F}(\xi). \]

If \( M = n(\frac{1}{p} - 1) \), then

\[ \|H_{\Phi, \beta}(f)\|_{H^{q_2, \infty}(\mathbb{R}^n)} \leq \|f\|_{H^1(\mathbb{R}^n)}. \]
If \( M > n(\frac{1}{p} - 1) \), then
\[
\|H_{\Phi,\beta}(f)\|_{H^q(\mathbb{R}^n)} \leq \|f\|_{H^p(\mathbb{R}^n)}.
\]

**Proof.** Recall that according to Theorem 5.10, we must show that
\[
\|x|^{n-\beta} (\mathcal{R}_J \Phi)(\frac{x}{|x|})\|_{L_\alpha(\mathbb{R}^n)} \leq |x|^{-\alpha}
\]
for all \( J \in \{0, ..., n\}^L \), where \( L \) is large enough that \( p > \frac{n-1}{n-1+L} \). Note that we can choose \( L \) even such that \( 2M + n > L \).

In the proof of Theorem 5.11, we have shown that
\[
\|x|^{n-\beta} (\mathcal{R}_J \Phi)(\frac{x}{|x|})\|_{L_\alpha(\mathbb{R}^n)} \leq \sup_{y \in \mathbb{R}^n \setminus \{0\}} \left\{ \sum_{|J|=\alpha} \frac{1}{|y|^{K_1+K_2}} \sum_{|K_2| \leq |l_1| \leq |K_2|} \left| \int_{\mathbb{R}^n} \xi_{j_1} \cdots \xi_{j_L} \hat{\Phi}(\xi) e^{\frac{i}{|y|^{K_1}} \langle \xi, x \rangle} P_{l_2}((\xi, x)) d\xi \right| \right\},
\]
where \( P_{l_2} \) is a homogeneous polynomial of degree \( l_2 \). In this case, from the definition of \( \Phi \), we can rewrite the above as
\[
\|x|^{n-\beta} (\mathcal{R}_J \Phi)(\frac{x}{|x|})\|_{L_\alpha(\mathbb{R}^n)} \leq \sup_{y \in \mathbb{R}^n \setminus \{0\}} \left\{ \sum_{|J|=\alpha} \frac{1}{|y|^{K_1+K_2}} \sum_{|K_2| \leq |l_1| \leq |K_2|} \left| \int_{\mathbb{R}^n} P(\xi) \hat{\Phi}(\xi) e^{\frac{i}{|y|^{K_1}} \langle \xi, x \rangle} P_{l_2}((\xi, x)) d\xi \right| \right\},
\]
where \( P(\xi) \) is a function of \( \xi \) with polynomial growth, namely,
\[
P(\xi) = \begin{cases} 
\xi_{j_1} \xi_{j_2} \cdots \xi_{j_L} |\xi|^{2M+n-L} & \text{if } n \text{ is even} \\
\xi_{j_1} \xi_{j_2} \cdots \xi_{j_L} |\xi|^{2M+n+1-L} & \text{if } n \text{ is odd}
\end{cases}
\]
An integration by parts, as used in the proof of Theorem 5.11, works as expected. \( \square \)

We can replace the support condition in Theorems 5.11 and 5.13 by the following condition, to show \( H^p \to L^q \) boundedness.
Corollary 5.15. Suppose $0 < p < 1$, $0 \leq \beta < n$. Let $\hat{\Phi}$ denote the Fourier transform of $\Phi$ and 

$$\frac{1}{p} = \frac{1}{q} + \frac{\beta}{n}.$$ 

For an integer $M \geq n\left(\frac{1}{p} - 1\right)$, suppose $\hat{\Phi}$ is a function in $C^{2M+n}(\mathbb{R}^n)$ and satisfies, for all $I$ with $|I| \leq 2M + n$,

$$\partial^I(\hat{\Phi})(\xi)|\xi|^k \in L^1(\mathbb{R}^n), \text{ for } k = 0, 1, 2, \ldots |I|.$$ 

Assume also

$$\lim_{\xi \to \infty} \left| \partial^I(\hat{\Phi})(\xi) \right| |\xi|^M = 0, \text{ for all } I \text{ satisfying } |I| \leq 2M + n.$$ 

If $M = n\left(\frac{1}{p} - 1\right)$, then

$$\|H_{\Phi,\beta}(f)\|_{L^q(\mathbb{R}^n)} \leq \|f\|_{H^p(\mathbb{R}^n)}.$$ 

If $M > n\left(\frac{1}{p} - 1\right)$, then

$$\|H_{\Phi,\beta}(f)\|_{L^q(\mathbb{R}^n)} \leq \|f\|_{H^p(\mathbb{R}^n)}.$$ 

Proof. The proof follows the same argument as the proof of Theorem 5.11. We prove the case $M = n\left(\frac{1}{p} - 1\right)$. To prove the first inequality in the corollary, by Lemma 5.8, we need to check

$$\sup_{y \in \mathbb{R}^n \setminus \{0\}} \left\{ \sum_{|I| = \alpha} \left| \partial^I \left( |x|^{n-\beta} \int_{\mathbb{R}^n} \hat{\Phi}(\xi) \frac{x}{|y|^{n-\beta}} e^{i \frac{1}{n} \langle \xi, x \rangle} d\xi \right) \right| \right\}$$

Thus, as in the proof of Theorem 5.11,
\[ \leq \sup_{y \in \mathbb{R}^n \setminus \{0\}} \left\{ \sum_{|l| = \alpha} \left( \frac{|x|}{|y|} \right)^{n-\beta} \sum_{K_1 + K_2 = l} \frac{1}{|y|^{|K_1|}} \left( \sum_{|K_2| \leq l_1 < 2|K_2|} \int_{\mathbb{R}^n} \hat{\phi}(\xi) e^{i \frac{1}{|\xi|} \langle \xi, x \rangle} P_{l_2}(\langle \xi, x \rangle) \, d\xi \right) \right\}. \]

The conditions in the theorem are sufficient to allow the integration by parts in Theorem 5.11 to proceed, which allows us to prove the first inequality. An argument similar to the one used to prove Lemma 5.12 shows that the condition is also sufficient to give the conclusion to that lemma. Thus, we obtain the second inequality by an interpolation argument. \( \square \)
CHAPTER 6
ADDITIONAL SPACES AND OPERATORS

6.1 Motivation

In studying the $H^p$ boundedness of the Hausdorff operator, we have so far obtained only results which require some smoothness condition on $\Phi$.

**Question 4.** If we don’t assume any smoothness condition on $\Phi$, and only assume $\Phi$ satisfies some size condition, can we obtain the $H^p$ boundedness of $\Phi$?

To gain insight into this question, let us review the argument showing that $h_\Phi$ is bounded on $H^1(\mathbb{R})$ when $\Phi \in L^1$. When $p = 1$, $H^1$ is a normed space, and so we may use the Minkowski inequality.

Recall that for $f \in H^p$, $0 < p \leq 1$, we may write $f$ as an atomic decomposition,

$$f = \sum \lambda_j a_j$$

with

$$\sum |\lambda_j|^p \approx \|f\|_{H^p}^p,$$

where each $a_j(x)$ is a $(p, \infty, s)$ atom, with $s$ an integer such that $s \geq \left[ n \left( \frac{1}{p} - 1 \right) \right]$. We study the $H^p$ boundedness of the Hausdorff operator.

So, for $f \in H^1$, take an atomic decomposition $f = \sum \lambda_j a_j$. Using the Minkowski inequality, we have

$$\|h_\Phi(f)\|_{H^1} \leq \sum |\lambda_j| \|h_\Phi(a_j)\|_{H^1}.$$

where $\sum \lambda_j a_j$ is an atomic decomposition of $f$. In the above inequality, by the Minkowski inequality again,

$$\|h_\Phi(a_j)\|_{H^1} = \left\| \int_0^\infty \frac{\Phi(t)}{t} a_j \left( \frac{x}{t} \right) \, dt \right\|_{H^1}.$$
\begin{align*}
&\leq \int_0^\infty \frac{\left|\Phi(t)\right|}{t} \left\| a_j\left(\frac{\cdot}{t}\right)\right\|_{H^1} dt \\
&= \int_0^\infty \left|\Phi(t)\right| \left\| \frac{1}{t}a_j\left(\frac{\cdot}{t}\right)\right\|_{H^1} dt.
\end{align*}

Since, for fixed $t > 0$, $\frac{1}{t}a_j\left(\frac{\cdot}{t}\right)$ is also a $(1, \infty, s)$ atom, we have
\[
\left\| \frac{1}{t}a_j\left(\frac{\cdot}{t}\right)\right\|_{H^1} \leq 1
\]
uniformly for $t$ and $j$. Thus we obtain that
\[
\|h_\Phi(f)\|_{H^1} \leq \sum |\lambda_j| \int_0^\infty \left|\Phi(t)\right| dt \simeq \|f\|_{H^1} \int_0^\infty \left|\Phi(t)\right| dt.
\]
Therefore, we obtain that $h_\Phi$ is bounded on $H^1$ provided
\[
\int_0^\infty |\Phi(t)| dt < \infty.
\]

Now we try to extend the above argument to the $H^p$ boundedness for $0 < p < 1$. First we have
\[
\|h_\Phi(f)\|_{H^p}^p \leq \sum |\lambda_j|^p \|h_\Phi(a_j)\|_{H^p}^p. \tag{6.1}
\]
If we can show, by assuming certain size condition on $\Phi$, that
\[
\|h_\Phi(a_j)\|_{H^p}^p \leq 1 \tag{6.2}
\]
uniformly on $j$, then from equation (6.1) we obtain the $H^p$ boundedness of $h_\Phi$. So, showing the $H^p$ boundedness of $h_\Phi$ is reduced to showing equation (6.2). Unfortunately, when $p < 1$, $H^p$ is not a normed space, so we cannot apply the Minkowski inequality to obtain, for an atom $a$,
\[
\|h_\Phi(a)\|_{H^p} \leq \int_0^\infty \left|\Phi(t)\right| \left\| a\left(\frac{\cdot}{t}\right)\right\|_{H^p} dt
\]
as we did for $H^1$ norm. To overcome this difficulty, we write
\[
h_\Phi(a)(x) = \int_0^\infty \frac{\Phi(t)}{t} a\left(\frac{x}{t}\right) dt = \sum_{k=-\infty}^{\infty} \int_{2^k}^{2^{k+1}} \frac{\Phi(t)}{t} a\left(\frac{x}{t}\right) dt,
\]
and study each

\[ \int_{2^k}^{2^{k+1}} \frac{\Phi(t)}{t} a \left( \frac{x}{t} \right) \, dt. \]

We introduce a normalizing factor, and define a \((p, \infty, 0)\) atom \(A_k\) by

\[ A_k(x) = \left( 2^{\frac{1}{\bar{p}}} \int_{2^k}^{2^{k+1}} \frac{t^{\frac{1}{p}} |\Phi(t)|}{t} \, dt \right)^{-1} \int_{2^k}^{2^{k+1}} \frac{\Phi(t)}{t} a \left( \frac{x}{t} \right) \, dt. \]

This is possible if \(\text{supp } a\) contains the origin. To show this fact, without loss of generality, we may assume the support of \(a\) is \((-\rho, \rho)\). As \(t\) runs over the interval \((2^k, 2^{k+1})\), we can view that the support of \(a(\frac{x}{t})\) is contained in the interval \(\{x : |x| \leq \rho 2^{k+1}\}\).

Thus \(A_k(x)\) is supported in \((-\rho 2^{k+1}, \rho 2^{k+1})\).

Next, by applying Fubini’s theorem, we can show the cancellation condition, as follows. Fix \(u \leq s\). Then

\[
\int_{\mathbb{R}} x^u a(x) \, dx = \left( 2^{\frac{1}{\bar{p}}} \int_{2^k}^{2^{k+1}} \frac{t^{\frac{1}{p}} |\Phi(t)|}{t} \, dt \right)^{-1} \int_{2^k}^{2^{k+1}} \frac{\Phi(t)}{t} \int_{\mathbb{R}} x^u a \left( \frac{x}{t} \right) \, dx \, dt \\
= \left( 2^{\frac{1}{\bar{p}}} \int_{2^k}^{2^{k+1}} \frac{t^{\frac{1}{p}} |\Phi(t)|}{t} \, dt \right)^{-1} \int_{2^k}^{2^{k+1}} \Phi(t)t^u \int_{\mathbb{R}} x^u a(x) \, dx \, dt = 0.
\]

Also, we have the size condition with radius \(\rho 2^{k+1}\)

\[
\|A_k\|_{L^\infty} \leq \left( 2^{\frac{1}{\bar{p}}} \int_{2^k}^{2^{k+1}} \frac{t^{\frac{1}{p}} |\Phi(t)|}{t} \, dt \right)^{-1} \int_{2^k}^{2^{k+1}} \frac{|\Phi(t)|}{t} \|a\|_{L^\infty} \, dt \\
\leq \rho^{-\frac{1}{\bar{p}}} \int_{2^k}^{2^{k+1}} \frac{|\Phi(t)|}{t} \, dt \left( 2^{\frac{1}{\bar{p}}} \int_{2^k}^{2^{k+1}} \frac{t^{\frac{1}{p}} |\Phi(t)|}{t} \, dt \right)^{-1} \\
= 2^{\frac{1}{\bar{p}}} (2^{k+1} \rho)^{-\frac{1}{\bar{p}}} \int_{2^k}^{2^{k+1}} \frac{2^k |\Phi(t)|}{t} \, dt \left( 2^{\frac{1}{\bar{p}}} \int_{2^k}^{2^{k+1}} \frac{t^{\frac{1}{p}} |\Phi(t)|}{t} \, dt \right)^{-1} \\
\approx (2^{k+1} \rho)^{-\frac{1}{\bar{p}}}.
\]

Thus, we have proved that each \(A_k\) is a \((p, \infty, s)\) atom. We write

\[
\int_0^\infty \frac{\Phi(t)}{t} a \left( \frac{x}{t} \right) \, dt = \sum_{k=-\infty}^{\infty} \left( 2^{\frac{1}{\bar{p}}} \int_{2^k}^{2^{k+1}} \frac{t^{\frac{1}{p}} |\Phi(t)|}{t} \, dt \right) A_k(x).
\]
Now, if we assume that for some $\sigma > \frac{1-p}{p}$,
\[
\int_{\mathbb{R}} t^\frac{1}{p} |\Phi(t)| \left(1 + |\log_2 |t||\right)^\sigma \, dt \leq C
\]
then by an easy computation, we obtain
\[
\|h_\Phi(a)\|_{H^p}^p \lesssim \sum_{k=-\infty}^{\infty} \left(2^k \int_{2^k}^{2^{k+1}} \frac{t^\frac{1}{p} |\Phi(t)|}{t} \, dt \right)^p \|A_k\|_{H^p}^p
\]
\[
\lesssim \sum_{k=-\infty}^{\infty} \left(2^k \int_{2^k}^{2^{k+1}} \frac{t^\frac{1}{p} |\Phi(t)|}{t} \, dt \right)^p
\]
\[
\lesssim \left(\int_{\mathbb{R}} t^\frac{1}{p} |\Phi(t)| \left(1 + |\log_2 |t||\right)^\sigma \, dt \right)^p \leq 1.
\]
Thus equation (6.2) is proved, if $a_j$ is supported in an interval containing 0.

However, we will see that the above argument fails if the support of $a$ does not contain the origin. If $\text{supp} \,(a) \subset (\alpha, \beta)$, and $\beta > \alpha > 0$, then
\[
\int_{2^k}^{2^{k+1}} \frac{\Phi(t)}{t} a\left(\frac{x}{t}\right) \, dt
\]
is supported in $(2^k \alpha, 2^{k+1} \beta)$. Now the length of $(2^k \alpha, 2^{k+1} \beta)$ is
\[
2^{k+1} \beta - 2^k \alpha = 2^{k+1} (\beta - \alpha) + 2^k \alpha.
\]
This length can not be compared to $2^{k+1} (\beta - \alpha)$, since the number $2^k \alpha$ may be arbitrarily large. Thus, we can not choose a normalizing factor $F_k$ so that $F_k \int_{2^k}^{2^{k+1}} \frac{\Phi(t)}{t} a\left(\frac{x}{t}\right) \, dt$ satisfies the size condition in general.

Based on these observations, we wish to restrict our discussion to only those atoms whose support includes the origin. In other words, we wish to consider a space whose elements $f$ have the central atomic decompositions, that is, each atom $a_j$ in a decomposition of $f$ is supported in $(-\rho_j, \rho_j)$. Such spaces are called Herz-type Hardy spaces $H^{\alpha,p}(\mathbb{R}^n)$, introduced in section 2.5.
6.2 Boundedness of Hausdorff Operator on $H\tilde{K}_q^{\alpha,p}(\mathbb{R}^n)$

Recall from page 26 the definitions of the homogeneous Herz space and the Herz-type Hardy space.

**Definition 2.4** (Homogeneous Herz Space). Let $\alpha \in \mathbb{R}$, $0 < p, q < \infty$. The homogeneous Herz space $\dot{K}_q^{\alpha,p}(\mathbb{R}^n)$ is defined by

$$\dot{K}_q^{\alpha,p} = \left\{ f \in L^q_{\text{loc}}(\mathbb{R}^n \setminus \{0\}) : \|f\|_{\dot{K}_q^{\alpha,p}} < \infty \right\},$$

where

$$\|f\|_{\dot{K}_q^{\alpha,p}(\mathbb{R}^n)} = \left( \sum_{k=-\infty}^{\infty} 2^{k\alpha p} \|f \chi_k\|_{L^q(\mathbb{R}^n)}^p \right)^{\frac{1}{p}}.$$

**Definition 2.5** (Herz-type Hardy Space). Let $\alpha \in \mathbb{R}$, $0 < p < \infty$, $1 < q < \infty$. The homogeneous Herz-type Hardy space $H\dot{K}_q^{\alpha,p}(\mathbb{R}^n)$ is defined by

$$H\dot{K}_q^{\alpha,p}(\mathbb{R}^n) = \left\{ f \in S'(\mathbb{R}^n) : Gf \in \dot{K}_q^{\alpha,p}(\mathbb{R}^n) \right\},$$

where $Gf$ is the grand maximal function of $f$ and

$$\|f\|_{H\dot{K}_q^{\alpha,p}(\mathbb{R}^n)} = \|Gf\|_{\dot{K}_q^{\alpha,p}(\mathbb{R}^n)}.$$

Recall also from page 26 that the Herz-type Hardy space can be decomposed into central atoms.

**Definition 2.6** (Central Atom). Suppose $1 < q < \infty$, $n(1 - \frac{1}{q}) \leq \alpha < \infty$, and $s \geq [\alpha + n(\frac{1}{q} - 1)]$. A function $a(x)$ on $\mathbb{R}^n$ is said to be a central $(\alpha, q)$ atom if

(i) $\text{supp } a \subset B(0, \rho)$,

(ii) $\|a\|_{L^q(\mathbb{R}^n)} \ll |B(0, \rho)|^{-\alpha/n},$

(iii) $\int_{\mathbb{R}^n} a(x)x^\beta \, dx = 0$ for any multi-index $\beta$ with $|\beta| \leq s$.

Following logic similar to that in Section 6.1, we have the following result for Herz-type Hardy spaces.
Theorem 6.1. Let $0 < p \leq 1 < q < \infty$, and $n(1 - \frac{1}{q}) \leq \alpha < \infty$

(1) For $0 < p < 1$, let
\[
C_{p,\sigma} = \int_{\mathbb{R}^n} \frac{|\Phi(y)|}{|y|^n} |y|^\alpha |y|^\frac{\alpha}{q} (1 + \log |y|)^\sigma \, dy.
\]
If, for some $\sigma > \frac{1-p}{p}$, $C_p := C_{p,\sigma} < \infty$, then
\[
\|H_\Phi(f)\|_{\dot{H}^{\alpha,p}_q(\mathbb{R}^n)} \leq \|f\|_{\dot{H}^{\alpha,p}_q(\mathbb{R}^n)}.
\]

(2) For $p = 1$, let
\[
C_1 = \int_{\mathbb{R}^n} \frac{|\Phi(y)|}{|y|^n} |y|^\alpha |y|^\frac{\alpha}{q} \, dy.
\]
If $C_1 < \infty$, then
\[
\|H_\Phi(f)\|_{\dot{H}^{\alpha,1}_q(\mathbb{R}^n)} \leq \|f\|_{\dot{H}^{\alpha,1}_q(\mathbb{R}^n)}.
\]

Proof. We prove part (1) only; the argument for part (2) is identical. For $f \in \dot{H}^{\alpha,p}_q$, take a central atomic decomposition.
\[
f = \sum_k \lambda_k a_k
\]
where
\[
\sum_{k \in \mathbb{Z}} |\lambda_k|^p \simeq \|f\|^p_{\dot{H}^{\alpha,p}_q}
\]
and each $a_k$ is an $(\alpha, q)$ central atom supported in $B(0, \rho_k)$. Now we have
\[
H_\Phi(f) = \sum_{k \in \mathbb{Z}} \lambda_k H_\Phi(a_k).
\]
To prove the theorem, it suffices to show that
\[
H_\Phi(a_k) = \sum_{j \in \mathbb{Z}} c_{k,j} a_{k,j},
\]
where each $a_{k,j}$ again is a central $(\alpha, q)$ atom and

$$\sum_{j \in \mathbb{Z}} |c_{k,j}|^p \leq 1$$

uniformly on $k \in \mathbb{Z}$.

We write

$$b_{k,j}(x) = \int_{2^{-j} \leq |y| \leq 2^{-j+1}} \frac{\Phi(y)}{|y|^n} a_k \left( \frac{x}{|y|} \right) \, dy, \quad j \in \mathbb{Z}.$$ 

So

$$H_\Phi(a_k)(x) = \sum_{j \in \mathbb{Z}} b_{k,j}(x).$$

It is easy to check that each $b_{k,j}$ satisfies the same cancellation condition as $a_k$. By the Minkowski inequality, the size of $b_{k,j}$ is

$$\left\| b_{k,j} \right\|_{L^q} \leq \int_{2^{-j} \leq |y| \leq 2^{-j+1}} \frac{|\Phi(y)|}{|y|^n} \left\| a_k \left( \frac{x}{|y|} \right) \right\|_{L^q} \, dy \leq \rho^{-\alpha} \int_{2^{-j} \leq |y| \leq 2^{-j+1}} \frac{|\Phi(y)|}{|y|^n} \left| \frac{x}{|y|} \right|^{\frac{n}{q}} \, dy.$$ 

If $|x| > 2^{-j+1} \rho_k$ then

$$\frac{|x|}{|y|} \geq 2^{j-1} |x| > \rho_k,$$

which means $a_k \left( \frac{x}{|y|} \right) = 0$ for all $2^{-j} \leq |y| \leq 2^{-j+1}$. This tells us that

$$\text{supp } (b_{k,j}) \subset B(0, 2^{-j+1} \rho_k).$$

Now we write

$$H_\Phi(a_k)(x) = \sum_{j \in \mathbb{Z}} c_{k,j} a_{k,j}$$

with

$$c_{k,j} = 2^{(-j+1)\alpha} \int_{2^{-j} \leq |y| \leq 2^{-j+1}} \frac{|\Phi(y)|}{|y|^n} \left| \frac{y}{|y|} \right|^{\frac{n}{q}} \, dy,$$
and
\[ a_{k,j} = \frac{1}{c_{k,j}} b_{k,j}. \]

It is easy to check that \( a_{k,j} \) is a central \((\alpha, q)\) atom and
\[
\sum_{j \in \mathbb{Z}} |c_{k,j}|^p \leq \sum_{j \in \mathbb{Z}} \left( \int_{2^{-j} \leq |y| \leq 2^{-j+1}} \frac{|\Phi(y)|}{|y|^n} |y|^\alpha \frac{\beta}{q} \, dy \right)^p
\leq \left( \int_{\mathbb{R}^n} \frac{|\Phi(y)|}{|y|^n} |y|^\alpha \frac{\beta}{q} \left( 1 + \log |y| \right)^\sigma \, dy \right)^p = C_p.
\]

This shows
\[
H_\Phi(f) = \sum_{k \in \mathbb{Z}} \lambda_k H_\Phi(a_k)
= \sum_{k \in \mathbb{Z}} \sum_{j \in \mathbb{Z}} \lambda_k c_{k,j} a_{k,j}.
\]

By the atomic decomposition, we obtain
\[
\|H_\Phi(f)\|_{H^{k_\alpha,p}(\mathbb{R}^n)} \leq \left( \sum_{k \in \mathbb{Z}} \sum_{j \in \mathbb{Z}} |\lambda_k c_{k,j}|^p \right)^{\frac{1}{p}}
\leq \left( \sum_{k \in \mathbb{Z}} |\lambda_k|^p \right)^{\frac{1}{p}}
\leq \|f\|_{\dot{H}^{k_\alpha,p}(\mathbb{R}^n)},
\]

as desired. \(\square\)

We now return to the example of the Cesàro operator \(C_\beta\).

**Corollary 6.2.** Let \(0 < p \leq 1 < q < \infty\), and \(n(1 - \frac{1}{q}) \leq \alpha < \infty\). For any \(\beta > 0\), we have
\[
\|C_\beta(f)\|_{H^{k_\alpha,p}(\mathbb{R}^n)} \leq \|f\|_{H^{k_\alpha,p}(\mathbb{R}^n)}.
\]

**Proof.** Note \(C_\beta = H_\Phi\), where \(\Phi = \chi_{|y|<1}(y)(1 - |y|)^{\beta-1}\). It is easy to check that this \(\Phi\) meets the conditions of Theorem 6.1. \(\square\)
6.3 $H\dot{K}_q^{\alpha,p}(\mathbb{R}) \rightarrow H^r(\mathbb{R})$ BOUNDEDNESS

In this section, we study the $H\dot{K}_q^{\alpha,p}(\mathbb{R}) \rightarrow H^{r,\infty}(\mathbb{R})$ boundedness for the one dimensional modified Hausdorff operator

$$\tilde{h}_\Phi(f)(x) = \int_{\mathbb{R}} \frac{\Phi(t)}{t} f\left(\frac{x}{t}\right) dt.$$ 

Note that here $\Phi : \mathbb{R} \rightarrow \mathbb{R}$ is a locally integrable function. As before, we denote

$$\phi(v) = \begin{cases} \frac{\Phi(\frac{1}{v})}{v} & \text{if } v \neq 0 \\ \lim_{v \to 0} \frac{\Phi(\frac{1}{v})}{v} & \text{if } v = 0. \end{cases}$$

**Theorem 6.3.** Let $0 < p \leq 1 < q < \infty$, and $(1 - \frac{1}{q}) \leq \alpha < \infty$. For

$$r = \frac{1}{\alpha + \frac{1}{q}}, \quad N = \left[\frac{1}{r} - 1\right], \quad \frac{1}{q'} + 1 = \frac{1}{q}$$

Let

$$\gamma = \frac{1}{r} - 1 - N = \frac{1}{r} - 1 - \left[\frac{1}{r} - 1\right].$$

If $\phi \in C^N$ and

$$\int_{-\rho}^{\rho} \left|\phi^{(N)}(t) - \phi^{(N)}(0)\right|^{q'} dt \leq \rho^{1+\gamma q'}$$

uniformly for $\rho > 0$, then we have

$$\left\|\tilde{h}_\Phi(f)\right\|_{H^{r,\infty}} \leq \left\|f\right\|_{H\dot{K}_q^{\alpha,p}}.$$

**Proof.** For any $f \in H\dot{K}_q^{\alpha,p}$, we write

$$f = \sum_k \lambda_k a_k,$$

where

$$\sum_{k \in \mathbb{Z}} |\lambda_k|^p \leq \left\|f\right\|_{H\dot{K}_q^{\alpha,p}}^{p}.$$
and each \( a_k \) is an \((\alpha,q)\) central atom supported in the ball \( B(0,\rho_k) \). Now we have

\[
\tilde{h}_\Phi(f) = \sum_{k \in \mathbb{Z}} \lambda_k \tilde{h}_\Phi(a_k).
\]

Then as in the proof of Theorem 3.1, for the Hilbert transform \( \mathcal{R} \), we can write

\[
\mathcal{R} \circ \tilde{h}_\Phi(f) = \sum_{k \in \mathbb{Z}} \lambda_k (\mathcal{R} \circ \tilde{h}_\Phi)(a_k)
\]

and

\[
(\mathcal{R} \circ \tilde{h}_\Phi)(a_k)(x) = \int_{-\infty}^{\infty} \frac{\Phi(t)}{t} (\mathcal{R}a_k)(\frac{x}{t}) \, dt.
\]

Changing variables \( \frac{1}{t} = v \), by the definition of \( \phi \), we have

\[
\left| \mathcal{R} \circ \tilde{h}_\Phi(a_k)(x) \right| = \left| \int_{-\infty}^{\infty} \frac{\Phi(\frac{1}{v})}{v} (\mathcal{R}a_k)(xv) \, dv \right|
= \left| \int_{-\infty}^{\infty} \phi(v)(\mathcal{R}a_k)(xv) \, dv \right|.
\]

It is known [20] that the Hilbert transform is bounded on the space \( H^{\hat{K}_q^{\alpha,p}} \). That is,

\[
\| (\mathcal{R}a_k) \|_{H_{\hat{K}_q^{\alpha,p}}} \leq \| a_k \|_{H_{\hat{K}_q^{\alpha,p}}} \leq 1
\]

uniformly for all atoms \( a_k \). Thus \( \mathcal{R}a_k \) is an element in \( H^{\hat{K}_q^{\alpha,p}} \), so we may write

\[
(\mathcal{R}a_k) = \sum_j c_{k,j} a_{k,j},
\]

where each \( a_{k,j} \) is again a central \((\alpha,q)\) atom and

\[
\sum_j |c_{k,j}|^p \leq 1
\]

uniformly on \( k \). This shows that

\[
\left| \mathcal{R} \circ \tilde{h}_\Phi(a_k)(x) \right| = \left| \sum_j c_{k,j} \int_{-\infty}^{\infty} \phi(v)a_{k,j}(xv) \, dv \right|.
\]

We further note that for each fixed \( x \neq 0 \),

\[
b_{k,j}(v) = |x|^{\frac{1}{q}} a_{k,j}(xv)
\]
is again an \((\alpha, q)\) central atom. Thus,

\[
|{\mathcal R} \circ \tilde{h}_\Phi(a_k)(x)| = |x|^{-\frac{1}{4}} \left| \sum_j c_{k,j} \int_{-\infty}^{\infty} \phi(v)b_{k,j}(v) \, dv \right|.
\]

For simplicity of notation, we write

\[b(v) = b_{k,j}(v),\]

and assume the support of \(b\) is \((-\rho, \rho)\). Thus,

\[
\int_{-\infty}^{\infty} \phi(v)b_{k,j}(v) \, dv = \int_{-\rho}^{\rho} \phi(v)b(v) \, dv.
\]

First we assume \(N \geq 1\). Using the Taylor expansion of \(\phi\), we write

\[
\phi(v) = \sum_{k=0}^{N-1} \frac{1}{k!} \phi^{(k)}(0)v^k + \frac{1}{(N-1)!} v^N \int_{0}^{1} (1 - s)^{N-1} \phi^{(N)}(sv) \, ds.
\]

By the cancellation condition on \(b\), we now have

\[
\int_{-\infty}^{\infty} \phi(v)b(v) \, dv = \frac{1}{(N-1)!} \int_{-\rho}^{\rho} v^N \left( \int_{0}^{1} (1 - s)^{N-1} \phi^{(N)}(sv) \, ds \right) b(v) \, dv
\]

\[
= \int_{-\rho}^{\rho} \left\{ \int_{0}^{1} (1 - s)^{N-1} [\phi^{(N)}(sv) - \phi^{(N)}(0)] \, ds \right\} v^N b(v) \, dv
\]

\[
= \int_{0}^{1} (1 - s)^{N-1} \int_{-\rho}^{\rho} [\phi^{(N)}(sv) - \phi^{(N)}(0)] v^N b(v) \, dv \, ds.
\]

Thus,

\[
\left| \int_{-\infty}^{\infty} \phi(v)b(v) \, dv \right| \leq \rho^N \int_{0}^{1} (1 - s)^{N-1} \int_{-\rho}^{\rho} |\phi^{(N)}(sv) - \phi^{(N)}(0)| |b(v)| \, dv \, ds
\]

\[
\leq \rho^N \|b\|_{L^q} \int_{0}^{1} (1 - s)^{N-1} \left( \int_{-\rho}^{\rho} |\phi^{(N)}(sv) - \phi^{(N)}(0)|^{q'} \, dv \right)^{\frac{1}{q'}} \, ds
\]

\[
\leq \rho^N \|b\|_{L^q} \int_{0}^{1} (1 - s)^{N-1} s^{-\frac{1}{q'}} \left( \int_{-\rho}^{\rho} |\phi^{(N)}(v) - \phi^{(N)}(0)|^{q'} \, dv \right)^{\frac{1}{q'}} \, ds
\]

\[
\leq \rho^{N-\alpha} \rho^{q+\frac{1}{q'}}
\]

\[
= \rho^{\frac{1}{q'} - 1 + \frac{1}{q'} - \alpha}
\]

\[
= \rho^{\frac{1}{q'} - \frac{1}{q} - \alpha} = 1
\]
uniformly for all atoms $b$. On the other hand, if $N = 0$,

\[
\left| \int_{-\infty}^{\infty} \phi(v) b(v) \, dv \right| = \left| \int_{-\rho}^{\rho} (\phi(v) - \phi(0)) b(v) \, dv \right|
\leq \left( \int_{-\rho}^{\rho} |\phi(v) - \phi(0)| \, dv \right)^{\frac{1}{q}} \|b\|_{L^q} \leq 1
\]

uniformly for all atoms $b$.

This indicates

\[
\left| \mathcal{R} \circ \tilde{h}_\phi(a_k)(x) \right| = |x|^{-\frac{1}{q}} \left| \sum_j c_{k,j} \int_{-\infty}^{\infty} \phi(v) b_{k,j}(v) \, dv \right| \leq |x|^{-\frac{1}{q}}
\]

uniformly on central atoms $a_k$.

For any $\lambda > 0$, now we have

\[
\left| \mathcal{R} \circ \tilde{h}_\phi(a_k)(x) \right| > \lambda \}
\leq \left| \left\{ x \neq 0 : |x|^{-\frac{1}{q}} \geq \lambda \right\} \right|
\leq \left| \left\{ x \neq 0 : |x|^{-\frac{1}{q}} \leq \frac{1}{\lambda} \right\} \right|
\leq \left( \frac{1}{\lambda} \right)^r.
\]

We can show by a similar method

\[
\left| \left\{ x : \tilde{h}_\phi(a_k)(x) > \lambda \right\} \right| \leq \left( \frac{1}{\lambda} \right)^r.
\]

This gives

\[
\left\| \tilde{h}_\phi(f) \right\|_{L^{r,\infty}} \leq \left\| \mathcal{R} \circ \tilde{h}_\phi(f) \right\|_{L^{r,\infty}} + \left\| \tilde{h}_\phi(f) \right\|_{L^{r,\infty}}
\leq \left( \sum_k |\lambda_k|^p \right)^{\frac{1}{p}} \leq \|f\|_{H^{K_{\alpha,p}}}^{\alpha,\beta}
\]

as desired.

\begin{remark}
An analogous strong boundedness result can be shown by interpolating on $r$ and $q$.
\end{remark}
6.4 BILINEAR HAUSDORFF OPERATORS

Next we study the bilinear Hausdorff operator

\[ H_{\Phi,m,k}(f, g)(x) = \int_{-\infty}^{\infty} \frac{\Phi(t)}{t} f\left(\frac{x^m}{t}\right) g\left(\frac{x^k}{t}\right) \, dt. \]

Note this is defined for all \( x \in \mathbb{R} \setminus \{0\} \) when \( m, k \in \mathbb{Z} \).

**Theorem 6.5.** Let \( m, k = 1, 2, \ldots \). For any \( p, p_1, p_2, r, p' \geq 1 \) satisfying

\[
\frac{1}{p} + \frac{1}{p_2} = \frac{1}{p}, \quad \frac{1}{r} = \frac{m}{p_1} + \frac{k}{p_2}, \quad \frac{1}{p} + \frac{1}{p'} = 1,
\]

if

\[
\left( \int_{-\infty}^{\infty} \left| \frac{\Phi\left(\frac{1}{t}\right)}{t} \right|^{p'} \, dt \right)^{\frac{1}{p'}} < \infty
\]

then

\[
\|H_{\Phi,m,k}(f, g)\|_{L^{r, \infty}} \leq \|f\|_{L^{p_1}} \|g\|_{L^{p_2}}.
\]

**Proof.** By Hölder’s inequality and a scaling argument, for \( x > 0 \)

\[
|H_{\Phi,m,k}(f, g)(x)| = \left| \int_{-\infty}^{\infty} \frac{\Phi\left(\frac{1}{t}\right)}{t} f\left(\frac{x^m}{t}\right) g\left(\frac{x^k}{t}\right) \, dt \right|
\]

\[
\leq \left( \int_{-\infty}^{\infty} \left| \frac{\Phi\left(\frac{1}{t}\right)}{t} \right|^{p'} \, dt \right)^{\frac{1}{p'}} \|f\|_{L^{p_1}} \|g\|_{L^{p_2}}
\]

\[
\|f\|_{L^{p_1}} \|g\|_{L^{p_2}} \left( \int_{-\infty}^{\infty} \left| \frac{\Phi\left(\frac{1}{t}\right)}{t} \right| \, dt \right)^{\frac{1}{p'}}
\]

\[
= |x|^{-\frac{m}{p_1} - \frac{k}{p_2}} \left( \int_{-\infty}^{\infty} \left| \frac{\Phi\left(\frac{1}{t}\right)}{t} \right| \, dt \right)^{\frac{1}{p'}} \|f\|_{L^{p_1}} \|g\|_{L^{p_2}}
\]

\[
= C_{\Phi} |x|^{-\frac{m}{p_1} - \frac{k}{p_2}} \|f\|_{L^{p_1}} \|g\|_{L^{p_2}},
\]

where

\[
C_{\Phi} = \left( \int_{-\infty}^{\infty} \left| \frac{\Phi\left(\frac{1}{t}\right)}{t} \right| \, dt \right)^{\frac{1}{p'}}.
\]
Therefore,

\[
\{|x : |H_\Phi(f, g)(x)| > \lambda\| \leq \left\{ x : C_\Phi |x|^{\frac{m}{p_1} - \frac{k}{p_2}} \| f \|_{L^{p_1}} \| g \|_{L^{p_2}} > \lambda \right\} \leq \left( \| f \|_{L^{p_1}} \| g \|_{L^{p_2}} \right)^{\frac{1}{\frac{m}{p_1} + \frac{k}{p_2}}},
\]

where by assumption \( \frac{m}{p_1} + \frac{k}{p_2} < 1 \).

Recalling \( r = \frac{1}{\frac{m}{p_1} + \frac{k}{p_2}} \geq 1 \), we have

\[
\{|x : |H_\Phi(f, g)(x)|^r > \lambda\| = \left| \left\{ x : |H_\Phi(f, g)(x)| > \lambda^{\frac{1}{r}} \right\} \right| \leq \left( \| f \|_{L^{p_1}} \| g \|_{L^{p_2}} \right)^{\frac{1}{\frac{m}{p_1} + \frac{k}{p_2}}} \lambda^{-1}.
\]

This gives

\[
\|H_\Phi(f, g)\|_{L^{r, \infty}} \leq \| f \|_{L^{p_1}} \| g \|_{L^{p_2}}
\]
as desired. \( \square \)

If we restrict the domains of \( f, g, \Phi \) to \([0, \infty)\), we can extend the definition of the bilinear Hausdorff operator as: for \( f, g \in S([0, \infty)), \alpha, \beta \in \mathbb{R} \),

\[
H_{\Phi, \alpha, \beta}(f, g)(x) = \int_0^x \frac{\Phi(t)}{t} f \left( \frac{x^\alpha}{t} \right) g \left( \frac{x^\beta}{t} \right) dt,
\]
in which case, the method of proof used for Theorem 6.5 can also be used to show the analogous result.
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