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There is evidence in Earth’s history of relatively stable climate regimes abruptly transitioning to alternative states. It has been argued that the greatest potential for such abrupt transitions in Earth’s system in the near future is located in the Arctic. Here we analyze the Arctic sea ice evolution of two current generation climate models that exhibit critical transitions. We demonstrate the detectability of two early warning signals: increased variance and increased autocorrelation. We introduce another metric that forewarns of abrupt changes in sea ice; a decrease in predictability before the threshold points. Observations of Arctic sea ice extent are searched for early warning signals using methods identical to the model analysis. A regional analysis is also performed for both models and observations and demonstrates that these metrics are detectable at the regional level. We show that the complexities of the Arctic sea ice system can be reduced to a simple stochastic sea ice model and determine that our warning metrics are applicable in that setting as well.
Because there is often little to no change to the state of the system before an abrupt change, the robustness of these metrics make them promising indicators of the risk of upcoming regime shifts in the Arctic sea ice system. But given the decrease in predictability of sea ice near a bifurcation, an improved understanding of the physical mechanisms forcing abrupt climate change is needed if we are to improve sea ice forecasts moving forward. Understanding the reason behind the vastly different outcomes produced by the climate models may help us with this task.
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1. Definitions and magnitudes of stochastic sea ice model parameters. For the three seasonally varying parameters $F_0(t)$, $F_R(t)$ and $F_s(t)$, the table value is the annual average; the monthly means for January through December are:

$F_0(t) = [120 \ 120 \ 130 \ 94 \ 64 \ 61 \ 57 \ 54 \ 56 \ 64 \ 82 \ 110]$ W m$^{-2}$,

$F_R(t) = [3.1 \ 3.2 \ 3.3 \ 2.9 \ 2.6 \ 2.6 \ 2.5 \ 2.5 \ 2.6 \ 2.7 \ 3.1]$ W m$^{-2}$ K$^{-1}$ and

$F_s(t) = [0 \ 0 \ 30 \ 160 \ 280 \ 310 \ 220 \ 140 \ 50 \ 6.4 \ 0 \ 0]$ W m$^{-2}$.  
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1 Introduction

There is a decreasing trend in observed Arctic sea ice extent for all months since the start of the satellite record. Over much of the last decade, the reduction in Arctic sea ice has accelerated, with September sea ice extent reaching several extreme minima since 2002 (Boe et al. 2009; Bekryaev et al. 2010; Stroeve et al. 2011). This raises the question of whether a collapse in sea ice looms in the near future. However, there are significant challenges to forecasting such an abrupt change. This is because small changes in external conditions may result in disproportionally large changes to the state of the system (Scheffer et. al 2009). This is complicated by a broad range of model projections of the Arctic climate that leave us with a lack of guidance as to the future of Arctic sea ice.

Sea ice is a complex climate sub-system to model, but it is necessary to our understanding of future climate change. Sea ice significantly alters the albedo of the ocean surface, causes salinity changes during the freezing and melting process and the presence of sea ice inhibits the exchange of heat, moisture and momentum between the atmosphere and the ocean. In addition to thermodynamic processes that affect the growth and melt of sea ice, there are dynamic processes such as wind and ocean currents that cause deformation of the ice and transport of sea ice out of the Arctic. Furthermore, because the heat and moisture fluxes that influence the atmospheric circulation and precipitation patterns of the Arctic are strongly linked to sea ice, accurate models of Arctic sea ice are also necessary for successful forecasts of the global climate (Trenberth 1992).
To accurately model sea ice, we must understand the how sea ice forms and the processes that cause it to grow and decay. Sheets of sea ice form when small ice crystals form and bond together. Under calm conditions, these ice crystals form into a thin, continuous sheet of ice that thickens when one or more of these ice sheets collide and slide over each other (rafting). In rough ocean waters, the ice crystals collect into mushy circular disks called pancake ice and are characterized by ridges around their edges as the disks bump into one another. Eventually the collisions are strong enough to combine several disks into a single ice sheet with rough surfaces.

Figure 1 outlines the basics of a single column representation of the atmosphere, sea ice and ocean mixed layer. Ice growth begins during autumn when the incoming solar radiation, $F_{\text{solar}}$, decreases and the cold air causes the upper layer of the ocean surface to cool to the freezing point of seawater ($\sim -2^\circ \text{C}$). As the density of the water increases, the cold water sinks and is replaced by warmer water. Surface energy fluxes ($F_{\text{surface}}$) continue to remove heat from the ocean to the atmosphere and the process of ice formation begins. The presence of sea ice alters the surface albedo ($\alpha$) and amplifies the surface cooling when ice is present. Additional thermodynamic variables that affect the surface temperature and therefore the growth or decay of sea ice are atmospheric energy transport into the Arctic ($F_{\text{south}}$) and heat fluxes into the bottom of the sea ice which cause melting from below ($F_{\text{bottom}}$). Outgoing longwave radiation is typically specified as a linear function of surface temperature ($A + BT$), where the coefficients $A$ and $B$ are obtained from theoretical or observationally based estimates.

The insulating properties of sea ice inhibit heat transfer as it grows thicker. Therefore, thin ice grows rapidly, with the ice growth rate slowing as the thickness
increases. If the ice grows thick enough that essentially no heat is conducted from the ocean to the atmosphere, then the ice growth ceases. This is known as thermodynamic equilibrium and the equilibrium thickness in the Arctic is roughly three meters, though deformation can produce sea ice thicker than ten meters (Hartmann 1994; Trenberth 1992).

As solar energy increases in the spring and summer, surface temperatures rise and the ice begins to melt from above and below. Thin ice will melt completely during the spring and summer, but thick ice may persist from year to year, thinning during the summer and thickening again through autumn and winter. In addition to the thermodynamic processes that cause ice to melt, dynamic processes such as wind and ocean currents remove ice from the system ($v_{ice}$). Ice flows southward through the Fram Strait, melting when it reaches the Greenland and Norwegian Seas and acting to cool the ocean in these source regions of deep water for the world’s oceans.

Complex dynamical systems like Arctic sea ice often have critical thresholds at which the system abruptly transitions to an alternative stable state, called a “tipping point” (Scheffer et. al 2009). The non-linearity of Earth’s climate system suggests that abrupt changes are possible, and in fact, past climate records provide examples of regime shifts such as the greenhouse-icehouse transition and the end of the Younger Dryas period (Cuffy et. al 1997; Dakos et. al 2008; Scheffer et. al 2009). It has been argued that the greatest potential for abrupt transitions in Earth’s system today is located in the Arctic, most pressingly a collapse in Arctic sea ice (Duarte et. al 2012).
Given the non-linear dynamics of the Arctic sea ice system and the current rapid rate of sea ice loss, the potential for a tipping point within the Arctic sea ice system is a topic of significant interest in the scientific community (Abbot et al. 2011; Thompson & Sieber 2011). Mathematical theory defines tipping points as catastrophic bifurcations, of which there are several different types. One of the most recognized cases is a fold catastrophe, which can be described by the change in the equilibrium state of the system in response to a change in conditions (left panel of Figure 2). Usually, a small perturbation to the system results in a smooth, gradual and reversible response within the system (Box a), but it can also cause a disproportionately large change to the system that remains reversible (Box b). Critical transitions arise when the equilibrium curve becomes “folded” (Box c). At this point, small changes can result in an abrupt shift in the state of the system (critical transition). The right panel of Figure 2 shows how small perturbations to the system can appear to have no effect, until the system nears the tipping point. The resilience of the system, or its ability to absorb a perturbation without abruptly transitioning is illustrated by the width and gradient of the wells in the right panel of Figure 2. Conditions continue to bring the system closer to the transition point and as this happens, the system becomes less resilient, eventually decreasing to the point where even a tiny perturbation causes a critical transition (Scheffer et al. 2015).

In applied mathematics involving differential equations, such as the modeling of Arctic sea ice, the ordinary differential equations (ODEs) have parameters that are often approximated, making it important to study the changes in the qualitative behavior of the system as one or more of these parameters vary (van Voorn 2006). Bifurcation theory becomes relevant because a slight variation in a parameter can have a significant impact
on the solution of the ODE, for example, the evolution of sea ice within a model. Prior to a critical transition, a system may undergo stochastic fluctuations around a stable, fixed point and appear be at equilibrium, but a slowly changing external parameter can put the system at risk of undergoing a critical transition.

Previous studies have shown that there are generic properties that describe the dynamics of a dynamical system as it nears a bifurcation point (Dakos et. al. 2008; Scheffer et. al. 2009; van Nes and Scheffer 2007; Lenton 2012). These properties have been appropriately termed “early warning signals”. Perhaps the most recognizable indicator of an impending transition is a phenomenon known as “critical slowing down,” where once disturbed the system becomes slow to return to equilibrium. An increase in short-time period (or lag-1) autocorrelation prior to the transition point is an indicator of the system’s increased memory (Scheffer et. al. 2009). An increase in variance is another early warning indicator, and it has been suggested that this metric is equally important in diagnosing the threat of an impending bifurcation (Ditlevsen and Johnsen 2010).

Here, the potential for early warning signals in Arctic sea ice is studied using observations and models. The time series of two global climate models found at opposite ends of the model spectrum in terms of sea ice behavior are examined at length, and an observational sea ice extent time series are searched for an increase in autocorrelation as well as an increase in variance (measured as the standard deviation), to determine if the metrics can be used as early warning signals of a transition in Arctic sea ice behavior. A short-term analog sea ice forecast is developed for both the models and observations and demonstrates skill over climatology and a CLIPER (climatology + persistence) forecast. These various measures of forecast skill provide additional early warning indicators for
abrupt sea ice transitions. These techniques are then applied to an observed sea ice time series. Similar analyses are performed at the regional scale to determine whether early warning indicators are detectable at the regional level.

These empirical studies are augmented by the study of an idealized model of sea ice following Eisenman and Wettlaufer (hereafter EW09). They introduced a sea ice ocean atmosphere model that produces a simulation of the Arctic sea ice seasonal cycle that is consistent with observations to investigate the physical mechanisms behind potential bifurcation behavior in the Arctic sea ice system. Here we recreate the idealized Arctic sea ice ocean atmosphere model and investigate its bifurcation behaviors and the predictability of sea ice within the model. An early warning signal analysis is performed to determine whether our warning metrics are detectable in this simplified model. A novel aspect of this analysis is the study of spontaneous transitions in the absence of formal parameter variations for this idealized system.

Truly meaningful predictions of Arctic sea ice continue to be limited by our lack of understanding of the physical mechanisms forcing abrupt changes within the Arctic system (Bekryaev et al., 2010). Given the substantial range in model projections of the future Arctic climate and the role of the Arctic in global climate change, determining what is causing these differences in simulated Arctic climate is crucial (Boe et al., 2009). The sea ice albedo feedback (SIAF) is often cited as the strongest contributor to high latitude climate change, and more importantly accelerated changes. The reduction of snow and ice due to anthropogenic induced warming leads to more open land and water, which decreases the albedo and increases solar absorption, inducing a further increase in temperature, eventually propelling the system into a stable, ice-free state (Holland and
Bitz 2003; Hall 2003; Curry and Schramm 1994; Manabe and Stouffer 1980).

Alternatively, with a decrease in temperature, the SIAF would lead to more ice and snow, an increased surface albedo and further cooling. Budyko and Sellers separately incorporated the ice albedo feedback effect into simple energy balance models. Both of their models assumed that the surface temperature could characterize everything about the climate and the resultant model climates were very sensitive, with the SIAF giving rise to nonlinear climate changes within their models (Hartmann 1994).

Given that a critical threshold for summer Arctic sea ice loss may occur in the near future and changes to the Arctic sea ice system provide economic prospects to some local communities while threatening others, diagnosing the risk of an impending collapse as well as understanding the dynamical causes of such a collapse is necessary. Furthermore, due to the strong feedbacks associated with sea ice, realistic predictions of the global climate also depend on adequate projections of the future of Arctic sea ice (Juricke et al. 2014; Kattsov et al. 2010). The relative importance of the SIAF to the rapid sea ice changes within the global climate models used in our analysis is also investigated. The ratio of upward to downward reflected radiation at the surface and top of the atmosphere is used to estimate the albedo for each model in an effort to understand the differences in model outcomes.
2 Data and Methods

2.1 Models

Model projections are taken from phase five of the Coupled Model Intercomparison Project (CMIP5) multi-model ensemble carried out in support of the Intergovernmental Panel on Climate Change Fifth Assessment Report (IPCC AR5). Unlike IPCC’s AR4 Special Report on Emissions Scenarios (SRES), the CMIP5 multi-model ensemble is divided into four scenarios to illustrate a large assortment of potential future climate projections. Called Representative Concentration Pathways (RCPs), the scenarios are numbered according to their radiative forcing level in the year 2100 and include gridded information on land use and short-lived sulfate aerosol emissions, as well as long-lasting greenhouse gas emissions. The RCP 2.6 scenario has a radiative forcing level that peaks around 3.1 W/m² mid-century, and returns to 2.6 W/m² by 2100. This is consistent with mitigation strategies that have a target limit of a 2°C increase in global mean temperature (van Vuuren et al. 2007).

The model data record for the simulations examined here begins in 1861 and ends in 2100. When evaluating the model’s risk of a rapid shift, anomalies relative to the 1901-1950 mean are used. Raw data is used for the short-term forecast analysis. The model sea ice data is given as a percent concentration, or the fraction of sea ice covering each grid cell. Multiplying the fraction of sea ice in each grid cell (SIC) by the area of the grid cell (A) and weighting by the cosine of the latitude (lat) at each location, converts the quantity to sea ice extent. Only grid cells with greater than 15% sea ice concentration were included.
The sea ice extent times series (extent) is the sum of all of those grid cell extent values from 40°N latitude to the North Pole, for each month in the record:

\[
extent = \sum_{lat_{\text{min}}}^{lat_{\text{max}}} SIC(lat) \cdot A \cdot \cos(lat) \quad (1)
\]

There is a broad range of future sea ice scenarios produced by the CMIP5 multi-model ensemble. The MIROC-ESM-CHEM (Japanese) and FIO-ESM (Chinese) models are found at opposite ends of the model spectrum, with other model simulations bounded by these two scenarios. Figure 3 shows the model sea ice extent for both models during the month of September. We can see that the model mean sea ice concentrations are very similar until roughly the year 2000, after which both models exhibit large deviations from their mean in previous years.

The MIROC-ESM-CHEM surface air temperatures (1850-2100) and September sea ice extent (1861-2100) from 40°N to 90°N latitude are displayed in Figure 4. This model exhibits a significant rise in surface temperatures across the Arctic region and a rapid loss of sea ice, with all but a few of the Septembers after 2050 being virtually, if not completely, ice free. A threshold is reached in 2016 that shifts the system to a contrasting state and the sea ice extent sharply declines during the subsequent four years, exhibiting an 88.5% drop in sea ice extent (catastrophic bifurcation; Scheffer et. al 2009).

In contrast, the FIO-ESM model exhibits Arctic cooling in the latter part of the 21st century (Figure 5). Unlike the MIROC-ESM-CHEM model, the FIO-ESM model sea ice values remain relatively stable until approximately 2040, at which point the sea ice extent
begins to increase steadily, with an abrupt jump in the year 2064. This model displays a nearly 14% increase in sea ice in just five years, with the sea ice extent peaking at roughly 38% above the average sea ice extent prior to the year 2040 near the end of the record.

The transition points discussed above were determined through a combination of visual analysis and percent change calculations. Visually, the transition point was identified as the point at which the sea ice extent began its rapid shift away from the prior long-term mean (2016 and 2064 for the MIROC-ESM-CHEM and FIO-ESM, respectively). Based upon this transition time, we then calculated the percent change in sea ice extent in the four (five) years after the proposed transition point in the MIROC-ESM-CHEM (FIO-ESM) sea ice record. Both models experienced a considerable percent change in sea ice concentration in that period, confirming our visual diagnosis of the transition points.

2.2 Observations

Surface air temperature anomalies were obtained from the National Aeronautics and Space Administration (NASA), Goddard Institute for Space Studies (GISS). Surface air temperature anomalies on a 2° x 2° global grid with 250 kilometer smoothing cover the period 1880-2014. We area-averaged the data from 40°N to 90°N latitude and computed anomalies relative to the 1951-1980 mean. Surface air temperatures have risen rapidly in the last few decades (since about 1980), with multiple surface temperature maximums observed since the year 2000 (Figure 6; grey line).
The NASA Goddard Space Flight Center (GSFC) Oceans and Ice Branch provides the sea ice observations to the National Snow and Ice Data Center (NSIDC), where we obtained monthly sea ice extent anomalies spanning the period 1979-2013. Brightness temperature data from the Nimbus-7 Scanning Multichannel Microwave Radiometer (SMMR), Special Sensor Microwave/Imagers (SMM/I) and Special Sensor Microwave Imager/Sounder (SSMIS) are used to derive the data. A consistent time series of sea ice extent spanning the coverage of several passive microwave instruments is produced using the NASA Team algorithm developed by the Oceans and Ice Branch, Laboratory for Hydrospheric Processes (Cavalieri et. al. 1996).

The data consists of monthly anomalies of total sea ice extent from January 1979 through December 2013 for all longitudes north of approximately 40°N latitude. Data was missing for December 1987, so it was replaced with the average of the sea ice extent in the two months before and two months after the missing data point. Figure 6 shows the sea ice extent anomalies for the month of September from 1979-2013 (black line). We can see from the figure that there is a steady decline in the observed sea ice extent, with two extreme minima observed in September 2007 and 2012.

2.3 Autocorrelation at lag-1 and variance

2.3.1 Models

As a critical transition is approached, the return rate to equilibrium decreases causing the short-term memory of the system to increase ahead of the transition (critical slowing down; Scheffer et. al 2009). Increased short-term memory within the system means that the system becomes less resilient. As the transition point is neared, the system will take
longer to return to equilibrium, even after small perturbations. This slowing down typically starts far from the bifurcation point and can be shown mathematically by considering the following simple dynamical system, with parameters $a$ and $b$, and $\gamma$ is a positive scaling factor,

\[
\frac{dx}{dt} = f(x) = \gamma(x - a)(x - b),
\]

(2)

with equilibrium points at $\bar{x}_1 = a$ (stable) and $\bar{x}_2 = b$ (unstable). Examining the stable equilibrium as it is perturbed slightly ($x = \bar{x}_1 + \varepsilon$), linearizing and simplifying we have the following:

\[
\frac{d(\bar{x}_1 + \varepsilon)}{dt} = f(\bar{x}_1 + \varepsilon) \approx f(\bar{x}_1) + \frac{\partial f}{\partial x}|_{\bar{x}_1} \varepsilon = f(\bar{x}_1) + \frac{d\varepsilon}{dt}
\]

(3)

where $\frac{d\varepsilon}{dt} = \lambda \varepsilon$ and the eigenvalues $\lambda_1$ and $\lambda_2$ defined as

\[
\lambda_1 = \gamma(a - b) \quad \text{and} \quad \lambda_2 = \gamma(b - a),
\]

(4)

where $\lambda_1$ represents the recovery rate for the stable equilibrium point $\bar{x}_1$ and $\lambda_2$ is the recovery rate for $\bar{x}_2$. Equation (4) demonstrates that when $a = b$, the recovery rates are both equal to zero and the system will not recover from perturbations and a bifurcation occurs.
This dynamical slowing down will tend to lead to an increase in lag-1 autocorrelation prior to the transition point and is an indicator of the system’s increased memory (Scheffer et. al. 2009). An increase in variance is another early warning indicator, and it has been suggested that this metric is equally important in diagnosing the threat of an impending bifurcation (Ditlevsen and Johnsen 2010). It is suggested that it is possible to reduce the dynamics of a system to a one-dimensional time series modeled by a linear first-order autoregressive (AR-1) process if the time step $\Delta t$ is fixed (Scheffer et. al 2009; van Nes and Scheffer 2007):

$$y_{n+1} = \alpha y_n + \sigma \varepsilon_n,$$  \hspace{1cm} (5)

where $\varepsilon_n$ is Gaussian white noise and $\alpha = e^{\lambda \Delta t}$ with $\lambda$ defined as the recovery rate at which the system returns to equilibrium after recurrent disturbances. This means that when the system moves away from equilibrium and the return rate increases, the autocorrelation will tend to one.

The variance of the AR-1 process described in Equation (5) can be determined as follows:

$$Var(y_{n+1}) = E(y_{n+1}^2) - \mu^2 = \frac{\sigma^2}{(1 - \alpha^2)},$$  \hspace{1cm} (6)

which demonstrates that the critical slowing down as the transition point is approached causes the recovery rate to equilibrium ($\lambda$) to decrease, the autocorrelation ($\alpha$) tends to one and the variance will approach infinity.
For the climate models used in this analysis, we estimated the lag-1 autocorrelation and the variance (measured as the standard deviation) within a rolling window. Since the search for these warning signals in observed data would require that the indicators be estimated as the data becomes available, we used an overlapping, moving window. The window size was varied from 20 to 100 years, with the most significant trends observed with the largest window sizes, but we chose to use a sliding window (win) of 35 years as this provided a clear trend while remaining observationally relevant.

The autocorrelation at lag-1 and the variance were calculated up to but not including the bifurcation point for each modeled sea ice extent data set (extent). The lag-1 autocorrelation coefficients (AR) at each time step (t) were computed as follows,

$$AR(t) = \frac{cov(x, y)}{\sigma_x \cdot \sigma_y}$$

where \( x = extent(t:t + \text{win}) \), \( y = extent(t-1:t-1 + \text{win}) \),

$$cov(x, y) = \frac{\sum_{i=1}^{N} (x_i - \bar{x})(y_i - \bar{y})}{N}$$

and

$$\sigma_x = \left( \frac{1}{N-1} \sum_{i=1}^{N} (x_i - \bar{x})^2 \right)^{\frac{1}{2}}$$

To avoid bias in our autocorrelation estimate, we were careful not to include points that were part of the transition itself, such that if one were to look at the time series up to, and including the transition point, there would be no visual indication of an impending transition.
2.3.2 Observations

Autocorrelation at lag-1 and variance were calculated for the Arctic sea ice extent data using an overlapping, moving window as was done with the models. Although no official transition point was identified within the observations, because of the extreme minimum values in sea ice extent in September 2007 and 2012, the metrics were calculated using data points through March 2007. The limited length of the record only allowed the window size to be varied from 10-16 years. As with the models, the largest window size produced the most significant trend, meaning the observed metrics were found using a window size of 16 years.

2.4 Surrogate data

2.4.1 Models

To determine the likelihood of finding a trend in the metrics caused by chance, we created phase-randomized surrogate time series with the same Fourier spectrum and amplitudes as the model time series before the transitions. Applying a discrete Fast-Fourier Transform (FFT) yielded the complex power spectrum \( F_k \) given by,

\[
F_k = \sum_{n=0}^{N-1} x_n e^{-i \frac{2\pi k n}{N}} \quad k = 0, ..., N - 1
\]  \hspace{1cm} (8)

The model phases were replaced by using the phase of a uniform random matrix \( \phi \):

\[
\phi = 2\pi * X_{rand}
\]  \hspace{1cm} (9)
where $X_{\text{rand}}$ is a uniform matrix, the same size as the pre-transition model data set, of uniformly distributed pseudo-random numbers. The phase-randomized time series is given by,

$$X_{F_k,\varphi} = |F'_k| \cdot \left( \cos(\varphi) + i \cdot \sin(\varphi) \right) \quad (10)$$

Using an Inverse Fast Fourier Transform (IFFT), the data in the frequency-domain is converted back to the time-domain and the surrogate time series ($X_{\text{sur}}$) are created

$$X_{\text{sur}} = \frac{1}{N} \sum_{k=0}^{N-1} X_{F_k,\varphi} e^{i \frac{2\pi k}{N}} \quad (11)$$

For each surrogate data set, the lag-1 autocorrelation and variance are computed in the same way as they were calculated for the original data. The probability that the model trend statistics would be found by chance is determined by finding the fraction of the one thousand surrogate time series which meet the following two criteria: The surrogate must meet the model change threshold, which is the pre-transition maximum lag-1 autocorrelation coefficient (variance) in the model time series minus the mean of the autocorrelation coefficients (variance) prior to the maximum point [excluding the years in which a rapid increase in autocorrelation (variance) occurred]. Second, the surrogate must have the same percent change in autocorrelation (variance), or higher, over the length of the model increase period.
2.4.2 Observations

To determine the likelihood of finding a trend in the metrics caused by chance, we also created surrogates for the observed sea ice extent time series. Observational surrogates were computed in a manner similar to the models. Even though no official transition point was identified for the observed sea ice extent time series, two fairly significant changes in sea ice extent were observed in late 2007 and 2012, so the phase-randomized surrogate time series were created with the same Fourier spectrum and amplitudes as observational record through March 2007.

The probability that the trend statistics in the observations would be found by chance was determined by finding the fraction of one thousand surrogate time series which met the following two criteria: The surrogate must meet the change threshold, which is the pre-transition maximum lag-1 autocorrelation coefficient (variance) in the observed metric minus the mean of the autocorrelation coefficients (variance) prior to the maximum point (excluding the two years of rapid increase in autocorrelation (variance)). Second, the surrogate must have the same percent change in autocorrelation (variance), or higher, for the length of the increase period in the observed metrics.

2.5 Forecast skill metric

2.5.1 Models

An analog forecast is developed and tested using the MIROC-ESM-CHEM and FIO-ESM models. A forecast period is twenty years in length with a predictor period of just under a century. For example, the first forecast period is 1961-1980, with a predictor period from 1862-1960. Using a two-month lead, the predictor period is searched for the
five nearest neighbors, or five different years in which the distance between the two months in the forecast year \( (x) \) and the two months in the predictor year \( (y) \) are minimized.

\[
A_{n,m} = |(x_n - y_m)^2 + (x_{n-1} - y_{m-1})^2| \tag{12}
\]

Each year’s forecast is the average of the five closest analogs from the lead month \( (n,m) \) and forward 11 months. For each year in the forecast period, this process is repeated eleven times so that each month (January through December) is used as the initiation month. Stepping the forecast and predictor periods forward one year at a time and repeating the process of selecting the five best analogs from the predictor period creates subsequent forecasts. A CLIPER (climatology + persistence) forecast is used to measure the analog forecast skill, calculated as the difference between one and the ratio of the errors in the analog and CLIPER forecasts respectively:

\[
skill_{analog \ versus \ CLIPER} = 1 - \frac{analog \ error}{CLIPER \ error} \tag{13a}
\]

We also analyzed the skill of the analog forecast and a CLIPER forecast relative to climatology, calculated as the difference between one and the ratio of the errors in the analog (CLIPER) forecast and climatology:

\[
skill_{analog \ versus \ climo} = 1 - \frac{analog \ error}{climatology \ error} \tag{13b}
\]
2.5.2 Observations

An analog forecast is developed for the observations using the same process that was used for the climate models. However, given the short length of the observational record, the forecast period is seven years in length with a predictor period of just under a decade. For example, the first forecast period is 1990-1996, with a predictor period from 1980-1989. A two-month lead is used and each year’s forecast is the average of the five closest analogs. This process is repeated eleven times so that each month (January through December) is used as the initiation month and the forecast is stepped forward in time through the end of the observational record. A CLIPER forecast, a more difficult forecast to beat than persistence or climatology alone, is used to measure the analog forecast skill.

3 Early warning signals

3.1 Lag-1 autocorrelation method

3.1.1 Models

An increase in lag-1 autocorrelation has been shown to be an important indicator of an impending threshold, and it has been suggested that an increase in variance is an equally important early warning metric to be used when diagnosing the threat of an impending bifurcation (Scheffer et. al 2009; Ditlevsen and Johnsen 2010). Here we analyze the change in autocorrelation and variance (measured as the standard deviation) of the MIROC-ESM-CHEM and FIO-ESM model time series to determine if the systems
slow down as their transition points are approached. Since the desire is to determine whether these metrics can be used as early warning signals for transitions in sea ice data, we did not include the actual transition point or subsequent points in our analysis.

The lag-1 autocorrelation and standard deviation were computed for both models using a sliding window of 35 years. In the ten years prior to their transitions, the MIROC-ESM-CHEM and FIO-ESM models show autocorrelation increases of 5.3% and 4.7%, and variance increases of approximately 85% and 76% respectively (Figures 7 and 8, blue and red lines; respectively). This suggests that the models systems did in fact experience dynamical slowing as they approached their respective transition points.

To test whether we would find similar results by chance, we generated one thousand phase-randomized, surrogate time series with the same Fourier spectrum and amplitudes as the portions of the original model time series used in our analysis. The probability that the model trend statistic would be found by chance was determined by the fraction of the one thousand surrogate time series, which had a similar or more impressive change in autocorrelation (variance) as the original analysis, as well as the same or better percent change in autocorrelation (variance).

The probability that an increase in lag-1 autocorrelation the same as that found in the model analysis, or better, would be observed by chance was less than 4% for both the MIROC-ESM-CHEM and FIO-ESM models. None of the surrogates yielded a variance increase equal to or better than observed for both the MIROC-ESM-CHEM and the FIO-ESM.
3.1.2 Observations

The lag-1 autocorrelation and standard deviation were computed for the observations using a sliding window of 16 years. In the two years prior to the 2007 sea ice extent minimum, the observations showed an autocorrelation increase of nearly 11% and variance increase of just over 31% (Figure 9, blue and red lines respectively). This suggests that the observed sea ice system is experiencing dynamical slowing.

Phase-randomized surrogate time series with the same Fourier spectrum and amplitudes as the observational record through March 2007 were computed as the observational surrogates. The probability that the observed trend statistic would be found by chance was determined by the fraction of the one thousand surrogate time series, which had a similar or more impressive change in autocorrelation (variance) as the original analysis, as well as the same, or better percent change in autocorrelation (variance). None of the surrogates produced changes in autocorrelation or variance that were more impressive than the observed metrics.

3.2 Forecast skill metric

3.2.1 Models

For each analog forecast, we examined three different measures of skill. In the first measure, CLIPER replaces persistence as the skill threshold, a more difficult threshold to beat than persistence or climatology alone. The skill of each analog forecast relative to climatology and that of a CLIPER forecast compared to climatology are also calculated. The skill is averaged over all forecast periods and initiation months.
The skill of the analog forecast for the MIROC-ESM-CHEM model exceeds that of a CLIPER forecast through the year 2000, for the months of April and August through December. Most notable is the marked decrease in predictability from 2012-2015, where an approximate 105% drop in skill is observed (Figure 10a; blue line). While the largest, most rapid drop in sea ice extent in the MIROC-ESM-CHEM model occurs in 2016, another significant drop in sea ice extent is observed between 2008 and 2012 (47%). Interestingly, there is another dip in skill in excess of 100% from 2000-2002, which is consistent with a forewarning of the drop in sea ice extent that begins in 2008.

We also evaluated the skill of the analog forecast and a CLIPER forecast relative to climatology. When compared to climatology, there is a roughly 24% decrease in skill for the analog forecast and just over a 37% decrease in skill for the CLIPER forecast from 1985 to 1988, a possible forewarning of the 2008 drop in sea ice extent (Figure 10b; red and blue lines respectively). The CLIPER forecast relative to climatology does not exhibit any other significant decreases in skill, but the analog forecast shows another large decrease in skill when compared to climatology. In the five years preceding the rapid loss in sea ice extent in 2016, we see a decrease in skill of nearly 10%. However, this drop is not nearly as significant as that observed in the measure of analog forecast skill computed relative to a CLIPER forecast, and given that the skill does not decrease below the values observed earlier in the record, this change in skill is a bit more difficult to argue as a warning signal.

For the FIO-ESM model, the skill of the analog forecast exceeds that of a CLIPER forecast through the year 2063 for the months of March through November. From 2058 to 2062, a 50% drop in analog forecast skill is observed (Figure 11a; blue line). We also
looked at the skill of the analog forecast and the CLIPER forecast relative to climatology to see if any warning signals were observed (Figure 11b; red and blue lines respectively). For the analog forecast skill (relative to climatology), there is roughly an 87% decrease in skill that occurs between the years 2050 and 2062. When analyzing the skill of a CLIPER forecast relative to climatology, a skill decrease of nearly 72% is observed from 2043 to 2059.

An analysis of forecast skill has shown that a decrease in predictability of the system is often expected as a transition point is approached. For the MIROC-ESM-CHEM model, a 1-6 year warning of abrupt changes in sea ice was found using a measure of analog forecast skill relative to a CLIPER forecast. For the FIO-ESM model, the analog versus CLIPER forecast skill provided a two-year warning of impending changes to the sea ice system. In examining the skill of the analog forecast and a CLIPER forecast relative to climatology, we observed similar warnings, with a possible increase in warning using the CLIPER versus climatology skill measure.

3.2.2 Observations

Analog forecasts were also created for the observations with the skill averaged over all forecast periods and initiation months. The analog forecast skill slightly exceeds that of a CLIPER forecast for the first several years, but by the year 2002 the skill of the analog forecast no longer exceeds a CLIPER forecast. Between 2004 and 2006, there is a skill drop of approximately 62% (Figure 12; blue line). This remarkable decrease in predictability is likely a forewarning of future changes to the observed sea ice system. Whether that change has already been observed or has yet to occur, remains to be seen.
4 Regional early warning signals

We examined the evolution of the sea ice extent time series at the regional scale for both the models and observations to determine whether changes were more abrupt in certain regions. We analyzed the following nine sub-regions of the total Arctic: Seas of Okhotsk and Japan, Bering Sea, Hudson Bay, Baffin Bay, Greenland Sea, Kara and Barents Seas, Arctic Ocean, Canadian Archipelago and the Gulf of St. Lawrence (not shown). Many of the sub-regions displayed decreasing trends in sea ice extent, and some even exhibited large changes in sea ice extent over a period of multiple years to decades. However, early warning signal analyses were only performed on the sub-regions in which we identified abrupt changes in sea ice extent.

4.1 Identification of distinct regions of abrupt change

The model sea ice data was processed in the same way as the analysis of the total Arctic (Equation 1): the fraction of sea ice covering each grid cell (SIC) was multiplied by the area of the grid cell (A) and weighting by the cosine of the latitude (lat) at each location. Only grid cells with greater than 15% sea ice concentration were included. The regional sea ice extent time series (extent) are the sum of all of those grid cell extent values in the areas outlined in Figures 13a and 13b.

For the MIROC-ESM-CHEM model, the Arctic Ocean exhibited the most abrupt change. The regional sea ice extent was calculated over the following areas: 125°W-105°E from 66°N-90°N, 105°E-95°W from 82°N-90°N and 95°W-125°W from 78°N-90°N (Figure 13a). For the FIO-ESM model, the region of most abrupt change was
found in the Greenland Sea and is defined by the following areas: 15°E-0°E from 70°N-90°N, 0°E-10°W from 66°N-82°N, 10°W-30°W from 55°N-82°N and 30°W-45°W from 50°N-70°N (Figure 13b).

The MIROC-ESM-CHEM surface air temperatures and sea ice extent for the Arctic Ocean region from 1861-2100 for the month of September are displayed in Figure 14. This model exhibits a significant rise in surface temperatures across the Arctic Ocean region and a rapid loss of sea ice, with all but a few of the Septembers after 2050 being virtually, if not completely, ice free. Between 2009 and 2012, the sea ice extent in the Arctic Ocean drops by over 15%, and a threshold is reached in 2015 that shifts the system to a contrasting state. Sea ice extent sharply declines during the subsequent four years, exhibiting a change in the Arctic Ocean’s average September sea ice extent of roughly 84% (catastrophic bifurcation; Scheffer et. al 2009).

As shown in Figure 15, during the month of March, the Greenland Sea region in the FIO-ESM model exhibits cooling in the latter part of the 21st century and a rise in sea ice extent beginning just prior to 2050, with new maximum sea ice extent values reached near the end of the record. In contrast to the MIROC-ESM-CHEM model, the FIO-ESM model sea ice values remain relatively stable until the year 2045, when there sea ice extent rises to a value roughly 28% higher than the sea ice extent two years prior. The sea ice extent displays a steady upward trend until the year 2065, when it exhibits an abrupt increase. In just three years, this model displays a nearly 40% increase in the average sea ice extent over the Greenland Sea, peaking at nearly 256% above the mean sea ice extent prior to the year 2045.
The observed surface air temperature for the month of September over the Arctic Ocean exhibits a subtle increasing trend at the end of the record, and the amplitude of the year-to-year fluctuations increases (Figure 16; grey line). The black line in Figure 16 shows that the observed sea ice extent for September over the Arctic Ocean is very similar to that shown in Figure 6 (black line) for the total Arctic. The observed September sea ice extent over the Arctic Ocean displays two abrupt drops, with new minimums observed in 2007 and 2012. The 2007 minimum is just over four standard deviations below the mean sea ice extent observed through the year 2006, with the 2012 minimum approximately five standard deviations below the mean sea ice extent through 2006.

4.2 Lag-1 autocorrelation method: Regional analysis

4.2.1 Models

The lag-1 autocorrelation and standard deviation were computed for both regional model time series using a sliding window of 35 years. The actual transition point or subsequent points were not included in our analysis. The MIROC-ESM-CHEM regional model time series abruptly shifts to a near ice-free state in the year 2015. In the seven and a half years prior to its transition, the MIROC-ESM-CHEM model shows an autocorrelation increase of 7.5% and a variance increase of nearly 37% (Figure 17; blue and red lines, respectively). An autocorrelation increase of nearly 6% and a variance increase of just over 31% are observed in the ten and a half years prior to the 2065 abrupt shift in the FIO-ESM regional model time series (Figure 18; blue and red lines,
respectively). This suggests that the model’s sea ice subsystems did in fact experience dynamical slowing as they approached their respective transition points.

To test whether we would find similar results by chance, we generated one thousand phase-randomized, surrogate time series with the same Fourier spectrum and amplitudes as the portions of the original model time series used in our regional analysis. The probability that the model trend statistic would be found by chance was determined by the fraction of the one thousand surrogate time series, which had similar or more impressive changes in autocorrelation (variance) as the original analysis, as well as the same or better percent change in autocorrelation (variance).

The probability that an increase in lag-1 autocorrelation the same as that found in the regional model analysis, or better, would be observed by chance was less than 2% for the MIROC-ESM-CHEM and around 0.1% for the FIO-ESM models. None of the surrogates yielded a variance increase equal to or better than observed for both the MIROC-ESM-CHEM and the FIO-ESM.

4.2.2 Observations

The time series of observed Arctic Ocean sea ice extent anomalies is displayed in Figure 19. A clear phase shift occurs near the end of the record and the 2007 and 2012 September minimums are clear as well. The lag-1 autocorrelation and standard deviation were computed for the regional observed time series using a sliding window of 16 years. The actual transition point or subsequent points we not included in our analysis. In the two months prior to the September 2007 sea ice minimum, the autocorrelation increased
by 17%, with a variance increase of 23%. None of the surrogates yielded an
autocorrelation or variance increase equal to or better than observed.

4.3 Forecast skill metric: Regional analysis

4.3.1 Models

As was done in the analysis of the total Arctic, the analog forecast period is twenty
years in length, but the first forecast period for the regional analysis is 1931-1950, with a
predictor period from 1862-1930. We examined three different measures of skill: analog
forecast versus a CLIPER forecast, analog forecast versus climatology and CLIPER
versus climatology. The skill was averaged over all forecast periods and initiation
months. However, it was determined that while the sea ice extent in the Arctic Ocean
region of the MIROC-ESM-CHEM model exhibited a significant and rapid decline to
ice-free or nearly ice-free during the months of August through October, the remaining
months show little change in the overall monthly mean sea ice extent (though large,
short-term deviations are observed). This enormous increase in the seasonal cycle
resulted in a very poor persistence forecast for most of the months examined. Therefore,
any discussions of forecast skill in the regional analysis for the models refer to the analog
forecast compared to a climatological forecast.

The September sea ice extent over the Arctic Ocean for the MIROC-ESM-CHEM
model and the analog forecast skill are displayed in Figure 20a. The sea ice extent time
series for the Arctic Ocean is markedly similar to that for the total Arctic. There is a
rapid decline in sea ice extent that begins in 2015, with an 84% decrease in sea ice extent
by September 2019. The forecast skill for this month exhibits a decrease of more than
200% from 1965 to 1971, possibly forewarning of the rapid shift in 2015. The forecast skill then displays an increasing trend for roughly the next 45 years, with a smaller drop in skill in 2018.

Even though the mean sea ice extent during the winter months showed very little change during the 1861 to 2100 period, there were significant deviations from the mean. The February sea ice extent and analog forecast skill for the Arctic Ocean region of the MIROC-ESM-CHEM model are displayed in Figure 20b. There is a less than 1% change in the mean sea ice extent over the 1861 to 2100 time period, but there are two extreme minima observed in 2027 and 2054, with nearly 1.5% and 3.5% decreases over periods of one and two years, respectively. The forecast skill also exhibits two notable decreases. The first occurs from 1968-1972 when a nearly 19% drop in skill is observed. An almost 32% skill decrease is found between 2019 and 2023.

The March sea ice extent over the Greenland Sea for the FIO-ESM model and the analog forecast skill are displayed in Figure 21. The time series of Greenland Sea ice extent is quite similar to the sea ice extent time series for the total Arctic. The sea ice extent over the Greenland Sea first shows an increase in 2040, with a nearly 30% increase in just one year. The sea ice extent continues to increase steadily until 2065, when the average March sea ice extent increases by almost 40% in just three years, an increase of more than 2.3 million square kilometers above the mean sea ice extent prior to 2040. The analog forecast skill decreases by almost 34% from 1995 to 1998, with a decrease in predictability of nearly 76% from 2037 to 2057.

The regional analysis of forecast skill has shown that the anticipated decrease in predictability of a system as it approaches a transition point is detectable at the regional
level. In fact, it has been shown that the regional analysis provides a much earlier warning of future sea ice changes within the climate models.

4.3.2 Observations

The analog forecast for the Arctic Ocean is developed using a seven year forecast period (1990-1996), with a predictor period of just under a decade (1980-1989). A two-month lead is used and each year’s forecast is the average of the five closest analogs. A CLIPER forecast is used to measure analog forecast skill.

The September sea ice extent over the Arctic Ocean for the observations and the analog forecast skill are displayed in Figure 2. The sea ice extent time series for the Arctic Ocean shows a much weaker decreasing trend in sea ice extent prior to the year 2000 than was seen in the total Arctic time series. The sea ice extent rapidly declines after that point, with the sea ice extent falling more than 2 mil. km$^2$ below the long term mean in 2007, and declining 27% more by 2012.

The analog forecast skill also declines rapidly, with a 107% decrease from 2004 to 2006. The skill becomes positive again from 2008-2010, dropping by 95% from 2010 to 2011. Our regional forecast skill analysis shows there was a significant decrease in predictability in the observed sea ice system by 2006, perhaps forewarning of the 2007 minimum, or signifying a more drastic shift that has yet to be seen.
5 Stochastic sea ice model

A mathematical model developed by EW09 reduces the intricacies of the Arctic sea ice system to an ordinary differential equation forced by the observed Arctic seasonal cycle. Their model produced a simulation of the Arctic sea ice seasonal cycle that is consistent with observations, providing insight into the qualitative behavior of the Arctic sea ice system. Using the methods outlined in EW09, we create a stochastically forced single column model, which describes the evolution of the temperature profile of the ocean mixed layer in the Arctic. A model schematic is shown in Figure 23.

A single column model is used to determine the energy per unit area of the system \(E\). To account for ice thickness when ice is present and the temperature of the ocean mixed layer when ice is absent, the variable \(E\) is defined as:

\[
E = \begin{cases} 
-L_i h_i & E < 0 \\
-c_{ml}H_{ml}T_{ml} & E \geq 0
\end{cases}
\]

where \(L_i\) is the latent heat of fusion for sea ice, \(h_i\) is sea ice thickness, \(c_{ml}\) is the specific heat capacity of the mixed layer, \(H_{ml}\) is the depth of the mixed layer, and \(T_{ml}\) is the temperature of the ocean mixed layer (relative to the freezing point). Together this accounts for the ice thickness when ice is present and the temperature of the ocean mixed layer when the ocean is ice-free.

Assuming heat flux balance at the top of the atmosphere, the rate of change of \(E\) with respect to time is proportional to the net energy flux,
\[
\frac{dE}{dt} = \left[1 - \alpha(E)\right] F_s(t) - \left[F_0(t) + F_T(t) T(t, E)\right] + \Delta F_0
\]

where \( F_0(t) \) is the incident shortwave radiative flux at the surface and varies seasonally.

The term \( F_s(t) \) includes quantities that include clouds, air temperature south of the Arctic and atmospheric transport into the Arctic (seasonally-derived). The terms \( F_s(t) \), \( F_0(t) \) and \( F_T(t) \) are defined according to observed values in the central Arctic (see Table 1).

Assuming that energy associated with phase changes exceeds that for temperature changes, the vertical diffusion equation yields a linear temperature profile and the ocean heat flux into the bottom of the ocean mixed layer or sea ice is defined as \( \frac{k_i}{h_i} (T_{mi}) \), where the constant \( k_i \) is the ice thermal conductivity and is derived from observations. This causes thin ice to grow faster than thick ice. Warming in the model is set by \( \Delta F_0 \), the surface heat flux. The term \( v_0 \) represents ice export out of the Arctic (when ice is present). The ramp function, \( R(x) \) is defined as:

\[
R(x) = \begin{cases} 
  x & \text{when } x \geq 0 \\
  0 & \text{when } x < 0 
\end{cases}
\]
and ensures that $v_0$ is zero when sea ice is absent.

When the average energy of the Arctic ($E$) is near zero, there will likely be both ice covered and ice free regions. When $E$ increases through zero, a smooth transition from an ice-covered to ice-free ocean is achieved by varying the model’s top of the atmosphere albedo between the values for ice ($\alpha_i$) and ocean mixed layer ($\alpha_{ml}$), using the thickness parameter $h_\alpha$. Specifically,

$$\alpha(E) = \frac{\alpha_{ml} + \alpha_i}{2} + \frac{\alpha_{ml} - \alpha_i}{2} \tanh \left( \frac{E}{L_i h_\alpha} \right). \quad (17)$$

When ice is present ($E < 0$), the surface temperature is calculated from the surface energy balance between the upward heat flux in the ice and the energy flux above it. When the surface temperature warms to the freezing point and melting occurs ($E = 0$), $T(t, E)$ is set to zero. If no sea ice is present ($E > 0$), the ocean mixed layer is represented as a thermodynamic reservoir using equation 14. The above cases are combined here:

$$T(t, E) = \begin{cases} 
- R \left[ \frac{(1 - \alpha_i) F_S(t) - F_0(t) + \Delta F_0}{k_i L_i} - F_R(t) \right] & E < 0 \\
\frac{E}{c_{ml} H_{ml}} & E \geq 0
\end{cases} \quad (18)$$

A predictor-corrector method is used to solve the ordinary differential equation, with the predictor defined as:
\[ E_{j+1} = E_j + \Delta t \left( \frac{dE}{dt} \bigg|_{j} + \frac{S}{\sqrt{\Delta t}} \right), \quad \text{where } S \equiv \text{stochastic forcing} \quad (19a) \]

and the corrector step:

\[ E_{j+1} = \frac{1}{2} \left( E_{j+1} + E_j + \Delta t \left( \frac{dE}{dt} \bigg|_{j+1} + \frac{S}{\sqrt{\Delta t}} \right) \right) \quad (19b) \]

The idealized Arctic sea ice-ocean atmosphere model developed by EW09 was re-created here used to investigate the behavior and predictability of sea ice within the model when bifurcation behavior is observed. We used the same values for the parameters as defined in EW09 and they are displayed in Table 1. We varied the imposed surface heat flux (\( \Delta F_0 \)) as well as the level of stochastic forcing (\( S \)) until we observed bifurcation behavior within the model. The model output \( E \) represents the ocean temperature in degrees Celsius (\( T_{ml} \)) when \( E > 0 \) and the sea ice thickness in meters (\( h_i \)) when \( E < 0 \) (using Equation 14):

\[ h_i = \frac{E}{L_i} \quad E < 0 \quad (\text{sea ice}) \quad (20) \]

\[ T_{ml} = \frac{E}{c_{ml}H_{ml}} \quad E \geq 0 \quad (\text{ocean}) \quad (21) \]

An early warning signal analysis was performed on the model realizations that exhibited bifurcation behavior to determine whether our warning metrics are detectable in this simplified model.
5.1 Model results

Using their sea ice ocean atmosphere model that produces a simulation of the Arctic sea ice seasonal cycle that is consistent with observations, EW09 investigated the physical mechanisms behind potential bifurcation behavior in the Arctic sea ice system. They argue that as greenhouse gas levels increase, the transition from perennial to seasonal ice cover will be a smooth transition, and that an abrupt transition to perennially ice-free conditions can only be achieved when greenhouse gases are increased further.

In a more recent study, Abbot et al. (2011) utilize a similar low-order sea ice model, but include additional physical effects such as changes in clouds and heat transport as sea ice retreats, arguing that these additions avoid issues that might arise from the use of observations that represent an Arctic that is ice-covered year round. Though they find a larger range of bifurcation behaviors, they agree with the findings of EW09; bifurcation behavior is more likely to be observed during winter-only sea ice conditions.

Figure 24 is a diagram of solutions to EW09’s model (Eisenman and Wettlaufer 2009; Figure 3) and shows how the inclusion of non-linear sea ice thermodynamic effects alters the model results when compared to a partially linearized model that represents the Arctic Ocean as a thermal reservoir with a temperature dependent albedo (Eisenman and Wettlaufer 2009; Hartmann 1994). For each value of the imposed surface flux $\Delta F_o$, the model is run until is converges on a steady-state seasonal cycle and the annual maximum and minimum values of $E$ are plotted (right axis on Figure 24). The corresponding sea
ice thickness in meters \( (h_i) \) or ocean mixed layer temperature in °C \( (T_{ml}) \) are plotted on the left axis of Figure 24.

The full non-linear model exhibits a smooth transition from a perennially ice-covered ocean (Figure 24; blue lines) to a state of seasonal sea ice when sea ice is present during a large fraction of the year (Figure 24; red lines). Further warming within the model causes a bifurcation and the loss of the remaining seasonal (winter) ice cover. The grey lines in Figure 24 represent the post transition period, with perennially ice-free conditions that are irreversible. The value of \( \Delta F_o \) at which a transition occurs depends on the choices of the model parameters, but the qualitative features of Figure 24 are robust (Eisenman and Wettlaufer 2009).

The model exhibits strong sea-ice thermodynamic effects that help to stabilize the model, particularly when ice is present during a large portion of the year. Once the model transitions to seasonally ice-free conditions, the heat flux increases and the ice albedo feedback results in an increased warming rate (notice difference in slopes of blue and red curves in Figure 24). This causes the ice-covered fraction of the year to decrease as the climate warms, eventually reaching a point where ice cover is present during only a relatively small portion of the year and the ice albedo feedback dominates, resulting in a bifurcation (perennially ice-free conditions).

Figures 25 (a-d) display the range of solutions produced by the model when it is run for one hundred years with the imposed surface heat flux \( (\Delta F_o) \) set to 22.25 \( Wm^{-2} \). The stochastic forcing level \( (S) \) and initial energy \( (E(1,1)) \) are varied. With the stochastic forcing and the initial energy set to 0 \( Wm^{-2} \), the model is in a seasonally ice-free state with an ice-covered ocean during a large fraction of the year (Figure 25a). No
transition to ice-free conditions occurred during this simulation. When the initial energy is set to 30 \( Wm^{-2} \), the model immediately transitions to perenniially ice-free conditions (Figure 25b). Reducing the initial energy value to 13 \( Wm^{-2} \) but turning on the stochastic forcing to a level of 1 \( Wm^{-2} \), results in a solution where seasonally ice free conditions are observed for a very short time out of the year and as the model climate warms, the ice-covered fraction of the year diminishes until the system suddenly transitions to perennially ice free conditions. However, this transition occurs at different points within each model run (Figures 25c and 25d).

5.2 Lag-1 autocorrelation method

The model is run with a nearly 200-year spin-up period and the resulting sea ice time series is the same length as the climate model time series. The surface heat flux \( (\Delta F_0) \) is set to 22.25 \( Wm^{-2} \) with stochastic forcing set to 1.05 \( Wm^{-2} \). With these parameter values the model produces a range of solutions, with some realizations producing a seasonally ice-free Arctic and others transitioning rapidly to an ice-free state. We collected ten runs, which experienced a rapid transition to an ice-free state and centered them on their transition points, retaining roughly twenty years before and after the transition point. Then we performed an early warning signal analysis on the centered time series.

The autocorrelation and variance (measured as the standard deviation) were calculated in the same manner as our previous analyses, with a window size of seven years due to the short record length of just forty years. The average of the ten time series are shown in Figure 26a and 26b. The grey line shows the rapid increase in E, beginning
at the transition point (marked by the vertical black line). In a ten-year period, E increases by 184%. Three years before this transition, the autocorrelation exhibits an increase of 15% over a two-year period (Figure 26a; blue line). The variance, measured as the standard deviation, increases by 24.5% in two years and this change occurs three years prior to the transition point (Figure 26b; red line). Using our stochastic sea ice model we have shown that a rapid transition to ice free conditions occurs for certain model parameters and we are able to detect autocorrelation and variance increases ahead of the transition, providing a roughly three-year warning of the impending change.

To examine the false alarm rate produced by the autocorrelation and variance method, we produced one hundred simulations using the sea ice model in a stable state. Specifically, we turned down the surface flux ($\Delta F_o$) to 15 $W m^{-2}$, but kept the stochastic forcing level the same. To test whether the increase in the metrics was noteworthy, we computed autocorrelation and variance metrics for each of the one hundred stable simulations from our ice model. We found the maximum value for each metric and determined how many standard deviations it was above the mean prior to that point. We also computed the change between the maximum in the metrics and the value two years prior (consistent with the results from the transition time series in Figures 26a and 26b). If the maximum in the autocorrelation and variance metrics for the stable time series were more than three standard deviations above the mean prior to that point and the change in the metrics exceeded that observed in our transition case, then we considered the case a false alarm. The false alarm rate for this early warning method was 8%. 
5.3 Forecast skill metric

For the forecast skill analysis we looked at the error in the analog forecast relative to climatology. We used an average of the ten transition simulations above, but retained the seventy years before and approximately thirty years after the transition, yielding a time series of roughly one hundred years for the forecast skill analysis. A forecast period is twenty years in length with a predictor period of just under thirty years. The skill measure is displayed in Figure 27 (red line) shows a 93% drop in skill from years 60-66. The drop in predictability occurs four years prior to the transition point (year 70), providing a forewarning of the rapid change within the model.

To examine the false alarm rate produced by our analog forecast method, we used the same one hundred simulations of the sea ice model in a stable state that were used for the autocorrelation and variance analysis. An analog forecast is computed for each time series and the skill against climatology is determined. To test whether a decrease in skill was noteworthy, we searched each skill vector for the minimum value and determined how many standard deviations it was below the mean prior to that point. We also computed the change in the skill between the minimum and seven years prior (consistent with the results from the transition time series in Figure 27). If the minimum skill value was more than three standard deviations below the mean prior to that point and the change in skill exceeded that observed in our transition case, then we considered the case a false alarm. The false alarm rate for this method was 24%, which is worse than the autocorrelation and variance metric, but is still far better than the false alarm rates typically observed for tornado warnings and on the lower end of the range for precipitation forecasts (Barnes et al., 2007; McBride and Ebert, 2000).
6 Sea ice albedo feedback as a driver of abrupt change

We demonstrated a set of metrics to be used for warning of bifurcations within two global climate models and have shown that these metrics are applicable to a simplified stochastic sea ice model. Furthermore, our results show that the sea ice exhibits predictability on seasonal time scales when bifurcation behavior is not observed, which is consistent with previous studies (Juricke et al., 2014). But truly meaningful predictions of Arctic sea ice continue to be limited by our understanding of the physical mechanisms forcing abrupt changes within the Arctic system (Bekryaev et al., 2010). Given the substantial range in model projections of the future Arctic climate and the role of the Arctic in global climate change, determining what is causing these differences in simulated Arctic climate is crucial (Boe et al., 2009).

Changes to sea ice extent are likely due to a combination of natural and anthropogenic variability in the ocean-atmosphere system. Sea ice extent changes can be thermodynamic, due to changes in surface air temperature or radiative fluxes, or dynamic, resulting from modifications to the ice circulation in response to winds and ocean currents (Bekryaev et al., 2010; Stroeve et al., 2011). However, the relative contributions of these different processes are debated.

Often cited as the strongest contributor to high latitude climate change, and more importantly accelerated changes, is the sea ice albedo feedback (SIAF); the reduction of snow and ice due to anthropogenic induced warming leads to more open land and water, which decreases the albedo and increases solar absorption, inducing a further increase in temperature (Holland and Bitz, 2003; Hall 2003; Curry and Schramm 1994; Manabe and Stouffer, 1980). More recent studies have proposed that longwave radiation effects play
an equal or even greater role in Arctic amplification than the SIAF (Winton, 2006; Graversen and Wang 2009). On the other hand, it has also been suggested through heat budget estimates that SIAF mechanisms cannot alone explain the recent surface air temperature anomalies or reductions in Arctic sea ice extent (Bekryaev et al., 2010). Discussions of dynamic causes of Arctic sea ice loss are more limited, but several studies have shown that ice transport out of the Arctic can be enhanced by winds and sea ice drift associated with sea level pressure anomalies. In fact, a recent study revealed that nearly 30% of the recent Arctic sea ice loss could be attributed to summer atmospheric circulation patterns (Timmermans et al., 2009; Ogi et al., 2008).

To determine what is driving these changes in the modeled Arctic climate, we estimated the surface (column) albedo for each model period by calculating the ratio of upward to downward reflected shortwave radiation at the surface (top of the atmosphere) (Figures 28a and 28b). The two models, which produce vastly different sea ice scenarios in the 21st century, show little variation in albedo trends prior to the year 2000. The average surface (column) albedo difference between the two models peaks at 0.15 (0.08), with a mean difference of roughly 0.04 (0.01), depending on the month of the year. Furthermore, there are no significant changes in albedo that would warrant the substantial changes in sea ice produced by each model. In the 10 years prior to the MIROC-ESM-CHEM model collapse (2006 to 2015), the difference in surface (column) albedo peaks just below 0.1 (< 0.07), with an average difference of just under 0.03 (< 0.02).

In addition to an average model difference in surface (column) albedo of approximately 0.03 (< 0.02) in the years prior to the MIROC-ESM-CHEM model’s collapse (2016), there is no sudden change in albedo in the MIROC-ESM-CHEM model
(FIO-ESM model) prior its collapse (recovery), effectively excluding sea ice albedo feedback as the driving force of drastic sea ice changes within these models. Instead, it appears to be a feedback with a strength that is a strong function of the model’s Arctic low cloud and boundary layer parameterizations. The fact that such disparate behavior in these clouds can be found in these two models is disconcerting, hinting at the difficulty in capturing even a bulk description of climate response to sea ice variability.

7 Discussion and Conclusions

We have shown that lag-1 autocorrelation and variance can be used as early warning signals of impending transitions in two global climate models and observations, for the full Arctic region as well as sub-regionally, and for a simple stochastic sea ice model. Slowing down was detectable prior to the transitions, as evidenced by the significant rise in the metrics ahead of the transition points. Additionally, we created an analog forecast, which demonstrated skill over a climatological forecast, and in some cases a CLIPER forecast.

For the MIROC-ESM-CHEM and FIO-ESM model, the warning varied between 7.5 and 10.5 years for the autocorrelation and variance metrics. Depending on the skill metric used, the warning time for the climate models ranged from 1 year to roughly 20 years for the full Arctic region, with the length of warning increasing at the regional level.

Determining the amount of forewarning provided in the observational analyses is difficult since we don’t know whether they are predictions of the recent extreme reductions in sea ice or ones yet to be observed. For the purpose of discussion, we will
assume they are warning signals for the most recent abrupt reductions to summer Arctic sea ice extent (2007 minimum). The current length of the observational sea ice record required reducing the 35-year window used in the model analysis to 16 years. However, we were still able to identify clear warning metrics using the observed sea ice extent data, implying that the window size of 16 years was sufficient enough that we can effectively rule out the possibility of a false positive (Knutti and Stocker 2002). This was also confirmed by our surrogate analysis.

The autocorrelation and variance metrics provided an approximate two-year warning, with the measure of skill providing a forewarning of one year for the observational data covering the entire Arctic. When the analysis was performed regionally, the autocorrelation and variance metrics provided a two-year warning of impending sea ice changes over the Arctic Ocean region, and a two-month warning was provided using the skill metric. So while the reliability of future sea ice predictions would likely decrease as we near a threshold, it may be possible to identify an approaching sea ice threshold in observations.

It was determined that the early warning metrics were detectable in realizations of a stochastic sea ice model as it transitioned from seasonal sea ice conditions to a perennially ice free state. The autocorrelation and variance metrics provided a three-year warning, with the forecast skill metric warning of the impending regime shift four years before the event. The false alarm rates for these metrics were found to range from 8% to 24%, respectively, suggesting that the autocorrelation and variance metric is more reliable than the forecast skill method, though the latter provided a slightly earlier warning.
The forecast skill metric combined with the lag-1 autocorrelation and variance method provides us with a robust set of warning signals for abrupt changes to the sea ice system. Although these metrics may help to warn of an impending transition, the actual moment of a transition remains difficult to predict, and our statistics do not provide insight into the geo-physical mechanisms driving these abrupt changes. So while these early-warning signals may be a large step forward in our ability to say whether the probability of a bifurcation event is increasing, improving our understanding of the underlying physical mechanisms determining their behavior is crucial to improving sea ice forecasts, particularly near bifurcation points (Scheffer et. al 2009).

While an ultimate goal to improve sea ice forecasts is warranted, given that Arctic sea-ice has been labeled as one element of Earth’s climate system that is under the greatest threat for reaching a tipping point, it is also imperative that we invest time and energy into mitigation and adaptation strategies for a shift in the Arctic sea ice system. The length of warning provided by the metrics discussed here suggests we might have the ability to respond and take action. While a tipping point may not be preventable, measures could be taken to lessen the impact resulting from a given transition (Lenton 2012).

Should the amount of forewarning in the observations turn out to be similar to that of the models analyzed here, then curbing emissions of long-lived $CO_2$ might have some effect on moderating the impact of an Arctic sea ice transition, if a global response can be initiated. However, given the length of the anticipated warning period and the unlikelihood of a global response, a better approach might be to limit other pollutants that impact sea ice, such as methane, tropospheric ozone and black carbon, all of which have
shorter lifespans in the atmosphere and would result in a quicker reduction in radiative forcing (Lenton 2012).

8 Future work

Multiple studies have investigated the bifurcation structure of sea ice loss using single column models, resulting in a broad range of scenarios, including both smooth and abrupt transitions between perennial sea ice and seasonal sea ice and between a seasonally ice covered and a seasonally ice free Arctic. In a recent comprehensive study, a toy model was used to demonstrate that all of the above scenarios were possible by varying the parameters within the model. The results were used to interpret the differences in the sea ice projections produced by two global climate models, showing that a low-order sea ice model is beneficial for a conceptual understanding of the sea ice system (Eisenman, 2012).

The two global climate models analyzed here exhibit only minor differences in albedo, despite their vastly different sea ice evolutions, suggesting the extreme sea ice changes within the models are not temperature dependent. This leaves the possibility that a dynamic event is responsible for the drastic changes observed within the models. Pressure anomalies are capable of modifying wind patterns to cause deformation of the ice, thus creating thicker, longer-lasting ice (recovery). Alternatively, an altered wind pattern may favor ice transport out of the Arctic, therefore enhancing ice loss (collapse). The representations of dynamic processes such as ice transport out of the Arctic could be investigated as causes for the stark differences in the MIROC-ESM-CHEM and FIO-ESM model sea ice evolution (Eisenman 2012; Kattsov et al. 2010).
In addition, the only parameters that were varied in our analysis of the stochastic sea ice model were the imposed surface heat flux, the initial value of $E$ and the level of stochastic forcing ($\Delta F_o, E(1,1)$ and $S$). In the current study, the albedo values for when the ocean is ice-free ($\alpha_m$) and ice-covered ($\alpha_i$) were set to 0.2 and 0.68 as specified in EW09. It would be beneficial to reassign these values based on our global climate model results. Changing these parameters would likely affect the level of surface forcing ($\Delta F_o$) necessary for bifurcation behavior within the models. If we could alter the stochastic sea ice model to reproduce the results of the MIROC-ESM-CHEM and FIO-ESM models it may help determine the parameters that cause such diverse behavior within these two climate models.

For example, Eisenman (2012) finds that increasing the seasonal time lag between shortwave and longwave forcing components in his model causes a decrease in the amplitude of the total forcing, eventually reaching the point where the two forcings are completely out of phase with one another and sea ice growth is limitless. This is the only scenario in which the sea ice grows and is comparable to the FIO-ESM model analyzed in our study. In addition, the EW09 model does not include modifications in cloud cover associated with sea ice changes nor does it alter ocean heat transport as sea ice is lost, both of which could significantly alter the model climate and allow for bifurcation behavior when shifting from perennial to seasonal sea ice as we observed in the MIROC-ESM-CHEM model (Abott et al. 2011). Therefore, an investigation into the differences between these parameters in the FIO-ESM model and the MIROC-ESM-CHEM model might further our understanding of their vastly different projections of future Arctic sea ice.
Figure 1. Schematic of the thermodynamic and dynamic ($v_{ice}$) components of the sea ice ocean atmosphere system.
Figure 2. Schematic of system response to small perturbations. A small change in forcing usually results a smooth, gradual and reversible response to the system. In case (b), small changes in forcing result in disproportionately large changes to the system, but remain reversible. In panel (c), small changes have resulted in an abrupt shift in the state of the system (critical transition). The right panel shows how small perturbations to the system can appear to have no effect, until the system nears the tipping point. The resilience of the system decreases (basin of attraction shrinks) until the point where even a tiny perturbation causes a critical transition. Figure is borrowed from the following website: http://www.early-warning-signals.org/theory/what-is-a-critical-transition/ and was developed by SparcS Center (Scheffer et al. 2015).
Figure 3. September sea ice extent (mil. km$^2$) averaged over 40°N to 90°N for the MIROC-ESM-CHEM (red) and FIO-ESM (blue) models for the period 1861-2100.
Figure 4. Sea ice extent (mil. km$^2$) and surface temperature (°C) averaged over 40°N to 90°N for the MIROC-ESM-CHEM model for September from 1861-2100 and 1850-2100 respectively.
Figure 5. Sea ice extent (mil. km$^2$) and surface temperature (°C) averaged over 40°N to 90°N for the FIO-ESM model for March from 1861-2100 and 1850-2100 respectively.
Figure 6. Observed sea ice extent anomaly and surface temperature anomaly (°C) averaged over 40°N to 90°N for September from 1979-2013 and 1880-2014 respectively.
Figure 7. Sea ice extent anomalies (relative to 1901-1950 mean; \textit{mil. km}^2) averaged over 40°N to 90°N for the MIROC-ESM-CHEM model from 1861 to 2100 (grey line). Autocorrelation coefficients (AR; blue line) and variance (VAR; red line), measured as the standard deviation, for a window size of 35 years. Thick, black vertical line denotes the transition year (2016).
Figure 8. Sea ice extent anomalies (relative to 1901-1950 mean; mil. km$^2$) averaged over 40°N to 90°N for the FIO-ESM model from 1861 to 2100 (grey line). Autocorrelation coefficients (AR; blue line) and variance (VAR; red line), measured as the standard deviation, for a window size of 35 years. Thick, black vertical line denotes the transition year (2064).
Figure 9. Observed sea ice extent anomalies (relative to 1951-1980 mean; mil. km\(^2\)) averaged over 40°N to 90°N for the period 1979-2013 (grey line). Autocorrelation coefficients (AR; blue line) and variance (VAR; red line), measured as the standard deviation, for a window size of 16 years.
Figure 10a. MIROC-ESM-CHEM September sea ice extent ($mil. \ km^2$) averaged over 40°N to 90°N (grey line). Blue line is the forecast skill (relative to a CLIPER forecast) for the month of September, averaged over all analog forecast periods.
**Figure 10b.** Mean skill relative to climatology for an analog forecast (red) and CLIPER forecast (blue) for MIROC-ESM-CHEM September sea ice extent.
Figure 11a. FIO-ESM March sea ice extent ($mil. km^2$) averaged over 40°N to 90°N (grey line). Blue line is the forecast skill (relative to a CLIPER forecast) for the month of March, averaged over all analog forecast periods.
Figure 11b. Mean skill relative to climatology for an analog forecast (red) and CLIPER forecast (blue) for FIO-ESM March sea ice extent.
Figure 12. Observed September sea ice extent anomaly (mil. km$^2$) averaged over 40°N to 90°N (black line). Blue line is the mean skill (relative to a CLIPER forecast) for all analog forecast periods.
Figure 13a. Arctic Ocean sub-region used for the regional analysis of the MIROC-ESM-CHEM model.
Figure 13b. Greenland Sea sub-region used for the regional analysis of the FIO-ESM model.
Figure 14. Sea ice extent (mil. km$^2$) and surface temperature (°C) averaged over the Arctic Ocean for the MIROC-ESM-CHEM model for September from 1861-2100 and 1850-2100, respectively.
Figure 15. Sea ice extent (mil. km$^2$) and surface temperature (°C) averaged over the Greenland Sea for the FIO-ESM model for March from 1861-2100 and 1850-2100, respectively.
Figure 16. Observed sea ice extent anomaly and surface temperature anomaly (°C) averaged over the Arctic Ocean for September from 1979-2013 and 1880-2014 respectively.
Figure 17. Sea ice extent anomalies (relative to 1901-1950 mean; \textit{mil. km}^2) averaged over the Arctic Ocean for the MIROC-ESM-CHEM model from 1861 to 2100 (grey line). Autocorrelation coefficients (AR; blue line) and variance (VAR; red line), measured as the standard deviation, for a window size of 35 years. Thick, black vertical line denotes the transition year (2016).
Figure 18. Sea ice extent anomalies (relative to 1901-1950 mean; mil. km$^2$) averaged over the Greenland Sea for the FIO-ESM model from 1861 to 2100 (grey line). Autocorrelation coefficients (AR; blue line) and variance (VAR; red line), measured as the standard deviation, for a window size of 35 years. Thick, black vertical line denotes the transition year (2064).
Figure 19. Observed sea ice extent anomalies (relative to 1951-1980 mean; mil. km$^2$) averaged over the Arctic Ocean for the period 1979-2013 (grey line). Autocorrelation coefficients (AR; blue line) and variance (VAR; red line), measured as the standard deviation, for a window size of 16 years.
Figure 20a. MIROC-ESM-CHEM September sea ice extent (mil. km$^2$) averaged over the Arctic Ocean (grey line). Blue line is the forecast skill (relative to climatology) for the month of September, averaged over all analog forecast periods.
Figure 20b. MIROC-ESM-CHEM February sea ice extent (mil. km²) averaged over the Arctic Ocean (grey line). Blue line is the forecast skill (relative to climatology) for the month of February, averaged over all analog forecast periods.
Figure 21. FIO-ESM March sea ice extent \((\text{mil. km}^2)\) averaged over Greenland (grey line). Blue line is the forecast skill (relative to climatology) for the month of March, averaged over all analog forecast periods.
Figure 22. Observed September sea ice extent anomaly (mil. km²) averaged over the Arctic Ocean (grey line). Blue line is the mean skill (relative to a CLIPER forecast) for all analog forecast periods.
Figure 23. Schematic of the thermodynamic and dynamic \([v_o \, R(-E)]\) components of the stochastic sea ice model used in this study, which is a single column representation of the atmosphere, sea ice and ocean mixed layer.
Figure 24. Diagram showing the bifurcation behavior within the stochastic sea ice model (Figure 3 from EW09). For each value of the imposed surface flux $\Delta F_0$, the model is run until it converges on a steady-state seasonal cycle. The annual maximum and minimum values of $E$ ($W \ m^{-2} \ yr$) are plotted (right axis). The corresponding sea ice thickness in meters ($h_i$) or ocean mixed layer temperature in $^\circ C$ ($T_{ml}$) are plotted on the left axis. Perennial sea-ice conditions are indicated by the blue lines, the solid red lines indicate seasonally ice-free solutions, dashed red lines indicate unstable solutions and perennially ice-free conditions are marked by the grey lines.
Figure 25a. Sample solution produced by the stochastic sea ice model with the following parameters: \( \Delta F_o = 22.25 \, Wm^{-2}, E(1,1) = 0 \, Wm^{-2} \, \text{yr} \) and \( S = 0 \, Wm^{-2} \).
Figure 25b. Sample solution produced by the stochastic sea ice model with the following parameters: \( \Delta F_o = 22.25 \, Wm^{-2} \), \( E(1,1) = 30 \, Wm^{-2} \, yr \) and \( S = 0 \, Wm^{-2} \).
Figure 25c. Sample solution produced by the stochastic sea ice model with the following parameters: $\Delta F_o = 22.25 \, W m^{-2}$, $E(1,1) = 13 \, W m^{-2} \, yr$ and $S = 1 \, W m^{-2}$.
Figure 25d. Sample solution produced by the stochastic sea ice model with the following parameters: $\Delta F_0 = 22.25 \, Wm^{-2}, E(1,1) = 13 \, Wm^{-2} \, yr$ and $S = 1 \, Wm^{-2}$. 
Figure 26a. Average of ten realizations of the stochastic sea ice model run with the following parameters: \( \Delta F_p = 22.25 \text{ Wm}^{-2}, E(1,1) = 0 \text{ Wm}^{-2} \text{ yr} \) and \( S = 1.05 \text{ Wm}^{-2} \) (grey line). Autocorrelation coefficients (blue line) for a window size of 7 years. Thick, black vertical line denotes the transition year (22).
Figure 26b. Average of ten realizations of the stochastic sea ice model run with the following parameters: $\Delta F_0 = 22.25 \text{ Wm}^{-2}$, $E(1,1) = 0 \text{ Wm}^{-2} \text{ yr and } S = 1.05 \text{ Wm}^{-2}$ (grey line). Variance (blue line), measured as the standard deviation, for a window size of 7 years. Thick, black vertical line denotes the transition year (22).
Figure 27. Average of ten realizations of the stochastic sea ice model run with the following parameters: $\Delta F_0 = 22.25 \text{ Wm}^{-2}, E(1,1) = 0 \text{ Wm}^{-2} \text{ yr and } S = 1.05 \text{ Wm}^{-2}$ (grey line). Red line is the forecast skill (relative to climatology), averaged over all analog forecast periods.
Figure 28a. Arctic surface albedo, estimated using the ratio of reflected shortwave radiation in the upward (rsus) and downward (rds) directions, respectively. Thick, black vertical lines denote the year of sea ice transition in the MIROC-ESM-CHEM and FIO-ESM models respectively.
Figure 28b. As in Figure 28a; modeled Arctic albedo (top of atmosphere).
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_i$</td>
<td>Latent heat of fusion of ice</td>
<td>$9.5 \text{ W m}^{-3} \text{ yr}$</td>
</tr>
<tr>
<td>$c_{ml}H_{ml}$</td>
<td>Ocean mixed layer heat capacity times depth</td>
<td>$6.3 \text{ W m}^{-2} \text{ yr K}^{-1}$</td>
</tr>
<tr>
<td>$\alpha_i$</td>
<td>Albedo for ice-covered ocean</td>
<td>0.68</td>
</tr>
<tr>
<td>$\alpha_{ml}$</td>
<td>Albedo for ice-free ocean</td>
<td>0.2</td>
</tr>
<tr>
<td>$k_i$</td>
<td>Ice thermal conductivity</td>
<td>$2 \text{ W m}^{-1} \text{ K}^{-1}$</td>
</tr>
<tr>
<td>$F_B$</td>
<td>Heat flux into bottom of sea ice or mixed layer</td>
<td>$2 \text{ W m}^{-2}$</td>
</tr>
<tr>
<td>$h_\alpha$</td>
<td>Ice thickness range for smooth transition from $\alpha_i$ to $\alpha_{ml}$</td>
<td>0.5 m</td>
</tr>
<tr>
<td>$v_0$</td>
<td>Dynamic export of ice</td>
<td>0.1 yr$^{-1}$</td>
</tr>
<tr>
<td>$F_0(t)$</td>
<td>Temperature-independent surface flux (varies by season- see below)</td>
<td>$85 \text{ W m}^{-2}$</td>
</tr>
<tr>
<td>$F_T(t)$</td>
<td>Temperature-independent surface flux (varies by season- see below)</td>
<td>$2.8 \text{ W m}^{-1} \text{ K}^{-1}$</td>
</tr>
<tr>
<td>$F_s(t)$</td>
<td>Incident shortwave radiation flux (varies by season- see below)</td>
<td>$100 \text{ W m}^{-2}$</td>
</tr>
<tr>
<td>$\Delta F_0$</td>
<td>Imposed surface heat flux</td>
<td>$0 \text{ W m}^{-2}$</td>
</tr>
</tbody>
</table>

**Table 1.** Definitions and magnitudes of stochastic sea ice model parameters. For the three seasonally varying parameters $F_0(t)$, $F_T(t)$ and $F_s(t)$, the table value is the annual average; the monthly means for January through December are:

$F_0(t) = [120 \ 120 \ 130 \ 94 \ 64 \ 61 \ 57 \ 54 \ 56 \ 64 \ 82 \ 110] \text{ W m}^{-2}$, $F_T(t) = [3.1 \ 3.2 \ 3.3 \ 2.9 \ 2.6 \ 2.6 \ 2.5 \ 2.5 \ 2.6 \ 2.7 \ 3.1] \text{ W m}^{-2} \text{ K}^{-1}$ and $F_s(t) = [0 \ 0 \ 30 \ 160 \ 280 \ 310 \ 220 \ 140 \ 59 \ 6.4 \ 0 \ 0] \text{ W m}^{-2}$. 
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APPENDIX – MATLAB code for stochastic sea ice model

% Reference:
% Sea ice model adapted from "Nonlinear threshold behavior during the loss of Arctic
% sea ice" Eisenman and Wettlaufer, PNAS (2009)

% The MATLAB code below solves the system described by equations (2), (3) and (4)
% in the article above, using a predictor-corrector method as outlined in
% Chapter 5 of the dissertation.

% The script shown here uses the default parameters outlined in Table 1 of the
% dissertation, with the exception of the imposed surface heat flux, delta_Fo,
% which was set to 22.25 W/m^2 for the analyses discussed in the
% dissertation.

% The default configuration here runs a simulation for N=100 years at NS=100
% timesteps per year, though longer simulations were used for the early
% warning signal analysis discussed in Chapter 5 of the dissertation.
stoch=1.05; % level of stochastic forcing
N = 100  % number of simulations (yr)
NS = 100; % number of timesteps (yr^-1)
dt = 1/NS;
t = zeros(NS*N,1); % time (yr)
E = zeros(NS*N,1);
E(1,1) = 0; % Represents the energy per unit area stored in the sea ice
% (latent heat) when the ocean is ice-covered or in the
% ocean mixed layer when the ocean is ice-free (sensible
% heat)
t(1,1) = 0; % initial time

for j=1:N*NS

% Predictor
dEdt = myfunc(t(j,1),E(j,1));
E(j+1,1) = E(j,1) + dt*(dEdt + stoch*randn(1,1)/sqrt(dt));

% Corrector
dEdt = myfunc(t(j,1),E(j+1,1));
E(j+1,1) = .5*(E(j+1,1) + E(j,1) + dt*(dEdt + stoch*randn(1,1)/sqrt(dt)));
t(j+1,1) = t(j,1) + dt;
end

function dEdt=myfunc(t,E)

Li=9.5;  \hspace{1cm} \% latent heat of fusion of ice (W m^-3 yr)
cmlHml=6.3; \hspace{1cm} \% ocean mixed layer heat capacity times depth (W m^-2 yr K^-1)
alpha_i=0.68; \hspace{1cm} \% albedo for ice-covered surface
alpha_ml=0.2; \hspace{1cm} \% albedo when ocean mixed layer is exposed
ki=2; \hspace{1cm} \% ice thermal conductivity (W m^-1 K^-1)
Fb=2; \hspace{1cm} \% heat flux into bottom of sea ice or ocean mixed layer (W m^-2)
h_alpha=0.5; \hspace{1cm} \% ice thickness range; smooth transition from alpha_i to alpha_ml (m)
vo=0.1; \hspace{1cm} \% dynamic transport of ice from model domain (yr^-1)
delta_Fo=22.25; \hspace{1cm} \% imposed surface heat flux (W m^-2)

\% Temperature-independent surface flux (W m^-2)
Fo=[110;120;120;130;94;64;61;57;54;56;64;82;110;120];

\% Temperature-dependent surface flux (W m^-1 K^-1)
Ft=[3.1;3.1;3.2;3.3;2.9;2.6;2.6;2.6;2.5;2.5;2.6;2.7;3.1;3.1];

\% Incident shortwave radiation flux (W m^-2)
Fs=[0;0;0;30;160;280;310;220;140;59;6.4;0;0;0];

tt = (-.5:1:12.5)/12;  %length of tt must match Fo's length

% Define ramping function R:
R=((-E)>0)*(-E);

% Define Fs, Ft, Fo:
Fsi=interp1(tt,Fs,mod(t,1));
Fti=interp1(tt,Ft,mod(t,1));
Foi=interp1(tt,Fo,mod(t,1));

% Surface temperature as described by Equation (3) for E<0
if E<0
    Targ = ( (1-alpha_i)*Fsi-Foi+delta_Fo ) / ( ki*Li/E - Fti );
    T = -(Targ>0)*Targ;
end

% Surface temperature as described by Equation (3) for E>=0
if E>=0
    T= E/cmlHml;
end
% Albedo as described by Equation (4)

\[
\text{alpha} = 0.5*(\text{alpha}_\text{ml} + \text{alpha}_\text{i}) + 0.5*(\text{alpha}_\text{ml} - \text{alpha}_\text{i}) \tanh(E/(\text{Li} \times h_\text{alpha}));
\]

% Time evolution of E as described by Equation (2)

\[
\frac{dE}{dt} = [(1-\text{alpha})\text{Fsi} - \text{Foi} + \delta_\text{Fo} - \text{Fti} \times T + \text{Fb} + \text{vo} \times R];
\]

end
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